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Message from the Chair 
 
 
 
This book collects the contributions presented at the 1st International PhD 
Symposium that was held at the University of Cassino and South Lazio from 
10 to 12 October 2023. This Symposium represents an effort of the PhD 
program in Methods, Models and Technologies for Engineering, together 
with the three Departments supporting the PhD program, i.e.: the Department 
of Electrical and Information Technology “Maurizio Scarano”, the 
Department of Civil and Mechanical Engineering and the Department of 
Humanities, Social Sciences and Health Sciences. 

The collection aims at sharing the state-of-the-art of a wide range of topics 
connected to the design and engineering, with a special emphasis on 
innovation, sustainable development, urbanism and mobility, circular 
economy, and health and education. The contributions were selected through 
a rigorous international peer-review process. The Proceedings will be of 
interest to academics, professionals, industry representatives, and local 
government officials. 

International Students from EU and non-EU universities have been invited 
also to present their works and their manuscripts are also collected in this 
Proceedings book. The book is structured into five Sections, each one 
dedicated to one subject. 
 

General Chair of ISSES 
 

 Fabrizio Marignetti 
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Abstract 

The research aims to improve the performance of axial flux permanent magnet 
(AFPM) machines by reducing cogging torque and improving output torque quality. 
Noise in the AFPM machine is prominently due to cogging torque, and it can cause 
problems in starting and reduce the machine's life. Stator side modifications and rotor 
side modifications can reduce cogging torque. This research presents a new sine with a 
third harmonic permanent magnet (PM) shape to reduce the cogging torque. Finite 
element analysis (FEA) simulations are performed on the proposed PM-shaped, 
trapezoidal, arc-shaped, and conventional third harmonics-shaped PM. AFPM machine 
and their cogging torque are compared. Time-stepped 3D-FEA is used for the cogging 
torque comparison of the AFPM machine models. 

Index Terms 

AFPM, Cogging Torque, Torque Ripples. 

I. INTRODUCTION
With increasing eco-friendly and energy concerns, progress and research on high 

performance permanent magnet machines are gaining increasingly supplementary attention. 
The AFPM machines have proved to have better performance in terms of higher torque to 
volume density ratio than their radial flux permanent magnet (RFPM) counterparts [1-3]. 
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AFMs have many topologies depending on arrangements of stators and rotors. These 
topologies are single stator single rotor (SSSR), double stator single rotor (DSSR), single 
stator double rotor (SSDR) and multidisc AFM [4-8]. Every topology have its own 
importance according to the need of the application. The use of double stator configuration 
helps to maximize the flux linkage in the back iron of single stator topology through the 
double magnetic circuit. The DSSR topology is preferred over other topologies due to 
balanced axial forces, less cogging torque, better torque quality and better cooling 
characteristics. The weight of machine, winding resistance and copper losses are also reduced 
in DSSR topology.  

Different methods used to enhance the performance of AFMs are modification in the 
shapes of magnet, winding configuration, changes in parameters (air gap, slot/pole ratio) and 
magnet skewing. Different types of windings that can be used for the construction of stator 
of AFPM machine are integral slot winding, fractional slot winding, drum winding, ring 
winding, concentrated winding (single layer, double layer) and distributed winding.  

Single layer concentrated winding is used for the construction of stator of DSSR due to 
which magnetic flux is distributed in whole coil.  

The AFPM machines are used in various application like wind turbines, electric vehicles, 
elevation industry, ship propulsion, computer hard disc drives and in robots [9-12]. 
This paper presents a design of slotless DSSR topology which is suitable for the application 
that need high power, high torque density, high efficiency and low noise. Previously used 
shapes of magnets are tested in this topology and a proposed shape of magnet is also 
applied which shows better results. Special attention is paid to torque ripple and torque 
ripple is minimized by using a proposed shape of magnet. 

II. MAGNET SHAPES

In this research a comparison between flat trapezoidal, arc trapezoidal, conventional sine + 
3rd harmonics and proposed shaped PM is carried out. 

A. Flat Trapezoidal Shaped Model

This model consists of three phase, double sided AFPM machine. In this case DSSR AFPM 
machine have flat trapezoidal magnet shape as shown in Figure 1. Machine consists of two 
disc type slotless stators and a rotor having magnets on both sides is placed between these 
two outer slotless stators. Rotors have magnets aligned on both sides of the disc. Rotors 
consist of 20 magnets on each side and stator have 24 coils on side of disk facing internal 
rotor. 
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Fig. 1: Trapezoidal Shaped Magnet 

B. Arc Shaped Model

In this model arc trapezoidal shape of magnet is used. 20 magnets are fitted on each side
of rotor. In this shape the region of trapezoidal magnet facing towards stator is arc shape 
as presented in Figure 2. Arc trapezoidal shaped magnet was adopted to reduce the cogging 
torque and increase efficiency of the machine. Use of arc shaped magnet reduces the 
cogging torque as air-gap flux is reduced. With the reduction of air gap flux the back emf 
also slightly descends. 

Fig. 2 : Arc Shaped Magnet 

C. Conventional Sine with Third Harmonic Shaped Model

The conventional sine + 3rd harmonics shape is sketched as shown in figure 3 by using the 
equation (1) 

(1)
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where, A represents the maximum peak of sine shape and B is value of dip that is due to third 
harmonics. In this model conventional sine + 3rd harmonics shape magnets are fitted on disc 
of rotor and there is slight increase in axial length of machine. 

Fig. 3: Trapezoidal Shaped Magnet 

D. Proposed Shaped Model

In this shape the top of magnet is made by adding factor of third harmonics in sine shape
but in this case negative amplitude of third harmonics is lesser than positive amplitude as 
shown in Figure 4. This modification cause increase in the airgap. The main advantage of 
this shape of magnet is that interaction between coils of stator and magnets of stator 
become gradual which results in reduction of cogging torque. 

Fig. 4: Proposed Magnet 
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III. Magnet Shape Comparison

Comparison between flat trapezoidal, arc, conventional sine with third harmonics and 
proposed shaped PM is performed to show that which magnet shape is best for reduction of 
cogging torque. Volume of magnets are kept constant but height of magnet vary from shape 
to shape. Air gap of all machines are kept same but due to different shape geometry of 
magnets there is difference of air gap and flux density is also different. 

Cogging torque can be find out by means of the formula as shown in eq. 1.2 [2][3]: 

       (2) 

Where, 

 Indicates flux of air gap, R shows reluctance of air gap and rotor’s position is denoted 
by 𝜃𝜃. 

According to this equation, Tcogg should be maximum in proposed shape and minimum in 
proposed shaped PM. There is small difference of air gap length in trapezoidal, arc shape 
and conventional sine with third harmonic shape with proposed shape as presented in 
Figure 5 but this small difference play an important role in minimization of Tcogg. As shown 
in equation 2, Tcogg shows direct relation with air-gap flux Φg and the factor 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑� ,that is 
change in air-gap reluctance with respect to change in position of rotor. The factor 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑�  is 
maximum in arc shape PM model and least in flat trapezoidal PM model, whereas midway 
in conventional and proposed shaped model. 

 

Fig. 4: Comparison of Different Magnet Shapes 

Trapezoidal shape Proposed shape 
Arc shape 
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IV. Results
Results of finite element analysis illustrate that the cogging torque is reduced significantly 
in proposed PM shaped AFPM machine due to the sine shaped surface of PM facing the 
airgap and stator, which causes the airgap to change throughout the surface of PM and 
provides significant reduction in cogging torque. Maximum peak to peak cogging torque in 
flat trapezoidal magnet model is calculated as 13.5 Nm, arc shaped magnet model shows 
maximum peak to peak cogging torque of 9.9 Nm, conventional sine with 3rd harmonic 
shaped model exhibits 7.41 Nm and our proposed magnet AFPM model mitigates the 
torque the least of all which is 4.15 Nm. Hence flat trapezoidal magnet model has the most 
peak to peak cogging torque and proposed magnet model reduces the peak to peak cogging 
torque significantly  

Fig.5 Cogging Torque comparison of different PM profiles 
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Abstract 

To achieve significant national climate objectives, many countries worldwide have adopted 
ambitious goals to promote wide-spread use of Distributed Generation. Con- sequently, there has 
been a substantial increase in the installation of renewable energy sources, both on a large scale and 
within residential scale. 

Since the network was originally designed for centralized power distribution and was not 
configured to accommodate a large number of micro-sources, this has brought about novel challenges 
for the distribution system operator. One of them is the necessity to maintain voltage levels in 
accordance with the specifications defined in the European norm EN50160. During periods of high 
power demand, the electrical lines face voltage drops. In contrast, in case of excess of power 
generation, reverse power flow can occur causing an increase in voltage along the electrical lines. In 
these critical scenarios, where electrical parameters deviate from standard regulatory levels, the 
untimely tripping of electrical protections can result in disconnection of renewable energy production 
and so leading to a reduction in the economic revenue of producers. 

Various methods are used to restore the voltage profile inside the prescribed limits and this 
research focuses on a novel Single-Phase Low-Voltage Regulation Device (LVRD) for active users. 
The realized device is based on a two-winding transformer which is switched by a H-bridge of IGBT 
to step-up or step-down the voltage at the Point of Common Coupling. In case of no regulation 
required or in case of fault, the LVRD deactivates automatically with a bypass switch, without 
interrupting the supply of the costumer. The control is managed by a 32-bit microcontroller which 
select the appropriate configuration accordingly to the measured voltage. 

Laboratory tests show the effectiveness of the regulator and the low THD voltage indices 
measured demonstrate that the regulator does not affect the harmonic content of the supply voltage. 

The proposed regulator has several advantages over other solutions as it uses a simple control 
logic, has low operational losses, is compact and inexpensive and can be easily extended to three-
phase systems, by using a device for each phase and thus also realizing phase balancing. 

Index Terms 

low-voltage network, voltage profile, single-phase voltage regulator, active users
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Abstract 

This paper presents a view of the Italian electricity market from the point of view of the 
aggregation of resources for participation in the markets. In I an excursus is made of the 
current regulation which will lead from 1 January 2025 to the definition of aggregate units 
in Italian dispatching. Section II describes the operation of the UVAM pilot project, which 
- in an experimental manner - introduced these units into the Italian regulation, allowing for
analyzes and assessments to be made on the effectiveness of the aggregation and on the
necessary interventions by the Regulator. In III the changes introduced by Testo Integrato
del Dispacciamento Elettrico (TIDE) are illustrated with the description of the different units 
defined and introduced. In IV there is a mention of the local ancillary services markets,
currently still in the experimental stage, which will introduce further needs for aggregation
on the distribution networks.

Index Terms 

UVAMN, Aggregation, Ancillary Market, Flexibility 

I. INTRODUCTION
The electricity system is going through a phase of profound changes: the extensive 
development of renewable sources, especially non-programmable, the ever-increasing 
diffusion of Distributed Generation and the expected increase in final demand, caused by 
strong electrification of consumption, are leading to a complete revision of the system 
management paradigm, which inevitably has repercussions on the functioning of the electricity 
markets and ancillary services. During 2022, the Italian Authority (ARERA) published 
document no. 685/2022/R/eel containing the consultation of the articulation of the TIDE. The 
document, which follows the previous n.322/2019, aims to define the structure and rules of the 
Italian electricity market, in order to introduce the reform from 01/01/2025. This intervention 
is dictated by the need to guarantee the security of the electricity system, efficiently and at the 
lowest cost, in the current context of rapid and continuous evolution, characterized by the 
growing diffusion of non-programmable renewable sources and distributed generation, as well 
as by the progressive reduction in the use of programmable plants, increased the level of 
uncertainty in the planning phase of the operation, making additional resources necessary for 
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ancillary services. In this scenario, the role of the aggregation of resources appears to be 
central, used both for the purposes of the energy markets and for the markets of dispatching 
and balancing services.  

II. UVAM PILOT PROJECT 

One of the first aggregation precedents introduced in the Italian regulation is given by the 
Unità Virtuali Abilitate Miste (UVAM). UVAM is a pilot project launched in 2017 by the 
Italian Regulator with the aim of investigating technical and economic feasibility of the 
provision of ancillary services for Terna by units not already enabled. The pilot provides for 
the voluntary participation in the MSD, in aggregate form, of small-scale power plants, loads, 
large production units in the availability of a final consumer not subject to mandatory 
participation, stationary energy storage systems and electric vehicles. 

Fig. 1: Example of the structure of a UVAM and the BSP/BRP relationship. 

As shown in Figure 1, the elementary units, production units (UP) and consumption units 
(UC), not authorized for the Dispatching Services markets, belonging to different Balance 
Responsible Parties (BRP) can be aggregated in a virtual unit of competence by a third, the 
Balancing Service Providers (BSP), thus enabling it voluntarily in the Dispatching Services 
markets as a single enabled unit. The BRP will therefore be responsible for delivering the 
energy of the single UCs/UPs of its portfolio, while the BSP will operate the aggregated unit 
in the Services market according to the rules of the pilot project [1].  

III.TESTO INTEGRATO DEL DISPACCIAMENTO ELETTRICO 
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With the approval of the TIDE [2], which will enter into force on 01/01/2025, the level of 
aggregation of the distributed resources present in the electricity system becomes much more 
stringent. This regulation provides for the overcoming of the UVAM pilot project and the 
definition of different forms of aggregation of resources both as regards the energy markets 
and the services markets.  For the purposes of the energy markets, the Unità Virtuali Zonali 
(UVZ) and the Unità Virtuali Nodali (UVN) are defined, while, for the purposes of the 
services and balancing markets, the Unità Virtuali Abilitate Zonali (UVAZ) and the the Unità 
Virtuali Abilitate Nodali (UVAN). These units have a link with each other according to the 
type of service they offer, which defines their nodal or zonal characteristic, as well as the type 
and association with the related BRPs and BSPs. 

A. Nodal units

The UVANs represent aggregates of elementary units for movements with a nodal value (or 
services with a wider scope of delivery) and in particular: 

− aggregate of UPs and UCs directly connected to the same node of the relevant network.
− aggregate of UPs only directly connected to the same node of the relevant network.
− aggregate of UPs and UCs connected to the network of a DSO and attributable to the

same node of the relevant network or to a set of neighboring nodes of the relevant
network falling within the same nodal supply perimeter.

UVN represent the subdivisions into which the UVAN is divided to consider the coexistence of 
several BRPs or several types of UPs: the UVANs are, therefore, subsets of the UVANs under 
the responsibility of the same BRP.  

Within the UVN, injections and withdrawals must be kept separate: the injection UVNs and the 
withdrawal UVNs are therefore identified. Furthermore, only UPs belonging to a given type can 
be included in each input UVN. 

Fig. 2: Example of the structure of UVN and UVAN and the BSP/BRP 
relationship. 

33



B. Zonal units

The UVZs are the aggregates into which all the UPs and UCs managed by the same BRP 
converge, not included in the additional typologies defined by the TIDE (UAS, UnAP and UVN) 
. The UVZ of injection is unique for each type, for each BRP and for each bidding zone. The 
units contained in the UVZs can qualify for the provision of zonal services by accessing, 
individually and voluntarily, a UVAZ. The UVAZ in fact represent the aggregates for global 
national ancillary services with zonal value. They can include only UPs, only UCs, or both UPs 
and UCs. The only requirement is the ability to deliver global national ancillary services in an 
aggregate manner with a zonal delivery perimeter.  

Fig. 3: Example of the structure of UVZ and UVAZ and the BSP/BRP 
relationship. 

C. The scenario outlined by TIDE

The TIDE therefore defines a structure of the electricity markets where the aggregated units will 
have a central role and the individual units will be able to contract in various forms with different 
BRPs and BSPs. The "single" units will be divided into UAS (enabled to provide services and 
therefore managed by both a BRP and a BSP) and UnAP (not authorized to provide services 
and therefore managed only by the BRP). The aggregated units will instead be of different types 
and compositions: the UVZ and UVN will be available to the BRP for offers on the energy 
markets, while the BSPs will constitute the UVAN, in turn aggregating the UVN of different 
BRPs and the UVAZ by aggregating individual UP /UC pertaining to different UVZs of 
different BRPs. 
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Fig. 4: Example of the scenario outlined by TIDE 

IV. DSO LOCAL MARKET

A further element that will be added to the regulation is that of the local markets of the DSO, 
introduced into the Italian regulation with the resolution and the related pilot projects (Edge, 
RomeFlex and MindFlex). On this aspect, the results that these pilot projects will highlight 
will be important. In the literature there are some works on studies on the use of the Load Area 
concept for the definition of the aggregation perimeters of the distributed resources involved 
in these markets. [3] [4] 

Fig. 5: Flexibility Aggregation Perimeter for Ancillary Services in Radial Distribution 
Systems: An Application of Load Area 
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a) Overload Load Area b) Voltage Load Area

V. CONCLUSION

This paper shows that the role of the aggregation of electricity markets in Italy will be 
increasingly greater. It is therefore essential to direct future research work on how these 
aggregation processes can make a greater contribution to the electricity system, increasing its 
efficiency and safety. 

3 
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Abstract 

The Red palm weevil, Rhynchophorus ferrugineus (Olivier) (Coleoptera: Curculionidae), is considered as 
one of the most serious pest insects currently threatening the sustainability of the date palm sector (Phoenix 
dactylifera L.). Several control methods have been applied to treat the red palm weevil (RPW); however, 
these treatments are known to cause significant environmental pollution. The microwave heating method 
is a promising and eco-compatible solution to fight the spread of RPW. The effectiveness of the microwave 
treatment strongly depends on an appropriate modeling of the heating process, and on the design of the 
entire microwave system. The microwave heating system depends on the precise electromagnetic and 
thermal characterization of all the materials involved, that is the RPW and the date palm in present work. 
In a previous study on the feasibility to combat the RPW in Phoenix canariensis Hort. ex Chabaud (Red 
palm), in order to disinfest the palm, a microwave heating system and an electromagnetic-thermal model 
were developed to better control the temperature profile inside the palm tissues. The aim of this paper is 
to present our approach on a feasibility study, on the use of microwaves to disinfest RPW in a wider 
scenario by extending the results obtained with Phoenix Canariensis (red palm) to Phoenix dactylifera 
(date palm). The study will provide information for the development of a microwave heating strategy as 
an additional tool that, in an Integrated Pest Management (IPM) approach, could contain or hopefully 
eliminate RPW that poses a serious threat to date palm cultivation. 

Index Terms 

Microwave heating, Rhynchophorus ferrugineus, Phoenix dactylifera, electromagnetic-
thermal model, integrated pest management. 

III. INTRODUCTION
The Date palm, Phoenix dactylifera L. (Arecaceae, or Palmae) has a high socioeconomic 

importance due to its fruit, and in its capacity as shelter, fiber, clothing, aesthetic beauty, and 
furniture [1]. It is an important perennial and dioecious species cultivated mostly in the Middle 
East and North Africa, but date palms have also been introduced in Australia, India, Mexico, 
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Southern Africa, South America, Pakistan, and the USA [2]. In particular, the Gulf region of the 
Middle East accounts for about 30% of the world’s date production, with Saudi Arabia and the 
United Arab Emirates being the region’s top producers [3].  

As per a recent review by El-Shafie [4], there are 112 species of mites and insects 
worldwide associated with date palms. Among the arthropod pests listed in this report, only ten 
are classified as major, of which Rhynchophorus ferrugineus (Olivier) (Coleoptera: 
Curculionidae), or Red Palm Weevil (RPM) is currently considered as one of the most 
dangerous. The Food and Agriculture Organization of the UN has identified RPW as a category-
1 pest of date palm in the Middle East. 

The RPW completes its metamorphosis, through a four-stage life cycle: egg, larva, pupa, 
and adult which takes about 3-4 months to be completed. Adult females live for several weeks 
during which they lay as many as 300 eggs in the crevices of the soft palm tissue. In coconuts 
and date palms, oviposition usually occurs in young palms below 20 years old. The eggs hatches 
in about 6 days and the newborn larvae start feeding and moving towards the interior of the 
palm. In fact, the larva is the most destructive stage of the RPW, which causes serious damage 
to the palm tree by tunneling the tissue of the trunk, eventually leading to the date palms death. 
Moreover, the larvae are inaccessible, hard to detect, and difficult to treat with chemical 
pesticides. They are characterized by dark prominent heads, and pass through three to seven 
instars, growing into mature grubs that migrate to the periphery of the trunk where they build 
cocoons, entering the pupal stage. Finally, adults emerge from the cocoons a few weeks later.  

The concealed nature of the larval and pupal stages infestation of the date palm stem is 
often hard to detect in the early stages. Early clues of an infestation are provided by the drying 
of the youngest fronds due to larvae feeding, which damages the meristem, resulting in larval 
excrement accumulation at the base of fronds or at a point of injury. 

RPW can only be effectively fought by an IPM strategy, defined as an ecosystem 
approach to crop production and protection, which combines different management strategies 
and practices to grow healthy crops, and to minimize the use of pesticides [3]. A successful IPM 
program requires proper identification of the pest and knowledge of its biology, ecology, 
sampling and monitoring of its population for developing appropriate actions and identifying 
thresholds [5].  

Microwave heating is proposed as an eco-friendly green protocol [6]. The basic idea of 
the microwave approach is very simple: increasing the temperature of the palm tissues and/or 
insect until it dies, or it is strongly affects the RPW’s ability of reproduce. Advantages of 
microwave disinfestation include speed, efficiency, and the absence of toxic, hazardous, or 
polluting residues. Moreover, insects are not likely to develop a resistance to radiation as they 
often do to chemical insecticides. Finally, the technique was recognized to be harmless for the 
environment, the workers, and the plants [7]. 

The aim of this paper is to present a feasibility study, on the use of microwaves to 
disinfest RPW in a wider scenario by extending the results obtained with Phoenix Canariensis 
(red palm) to Phoenix dactylifera (date palm). A precise estimation of the thermal and 

38



electromagnetic parameters is necessary to set up an electromagnetic-thermal model that will 
aid in identifying the power, time, and schedule necessary to obtain the RPW lethal temperature 
at a certain depth, depending on the assumed date palm infestation level [8]. 

IV.  PARAMETERS TO DEVELOP THE ELECTROMAGNETIC MODEL
A. Microwaves

𝑟𝑟
′

𝑟𝑟
′

Microwaves are non-ionizing electromagnetic waves operating in the frequency range
between 0.3 GHz and 300 GHz, or equivalently, with wavelengths of a range from 1 m to
1 mm. In air they travel with the speed of light and they interact with any medium by means
of reflection, transmission, and absorption.

The motivation of using microwaves against RPW is that microwave radiation should 
be able to induce a lethal thermal dose in the pest, or impair their reproductivity or 
longevity, without harming the plant tissues. 

Microwave heating is based on the transformation of alternating electromagnetic field 
energy into thermal energy by affecting polar molecules of a material. All the matter is 
made up of atoms and molecules that are electrically neutral, but in a polar medium the 
electric charge distribution is not symmetric. In presence of an electromagnetic field, these 
molecules can move, oscillate and ⁄ or rotate in order to align themselves with the 
electromagnetic field (polarization). According to the Debye interpretation [9], the heat is 
generated by frictional forces occurring between polar molecules, whose rotational velocity 
has been increased by coupling it with the microwave radiation. When using microwaves, 
the heating source is inside the material, and an increase of temperature occurs in the area 
where the radiation can propagate (volumetric heating), but the heat flux would 
successively spread in the rest of the material by means of thermal conduction; while in 
conventional heating the thermal increase, induced by an external source, is related to the 
heat flux into the material from the surface. The efficiency of conversion of microwave 
energy into thermal energy that in turn raises the temperature in the medium depends upon 
both the dielectric and thermal properties of the material such as thermal conductivity, 
specific heat capacity, and material density. 

Dielectric properties depend on the frequency of the applied electric field, the 
temperature of the material and the number of polar molecules in the volume of the material. 
Relative permittivity (𝜀𝜀 ), and equivalent electric conductivity (σ) are commonly used to 
describe the electromagnetic properties of the materials of interest. Relative permittivity 
(𝜀𝜀 ) is related to the ability of materials to ‘store’ electromagnetic energy, and it is reported 
as a value relative to that of free space (ε0 = 8.85 × 10-12 F⁄m), the equivalent electric 
conductivity (σ) measures the capacity of a material to dissipate the electromagnetic energy, 
due to all operating dielectric relaxation mechanisms and ionic conduction, transforming it 
into heat. Both depend on frequency, moisture content and temperature. Analysis by 
[10][11] provides more insight on the basic theory of these processes. 
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To summarize, an electromagnetic wave incident on a material will be partially 
reflected, but part of the radiation will penetrate the material and will transfer a percentage 
of its energy, that will be dissipated and converted into heat according to the electrical 
conductivity (σ) and electric field intensity. The dissipation process takes away power from 
the electromagnetic wave, that will attenuate rapidly with greater σ. The penetration depth 
indicates the depth from the surface of incidence, over which the 63.2% of the traveling 
wave energy (or power) is deposited in the material. The relative rate of increase of 
temperature (ΔT/Δt [°C/s]) is strictly related to the electric field strength, and the electric 
conductivity, specific heat, and mass density of the medium.  

B. Dimension of the Palm
P. canariensis, red palm is described as having a thick trunk or stipe (50–120 cm in

diameter) of columnar aspect and of uniform thickness, and a height of 12–15 m, although
centennial palms can reach more than 30 m [12].

P. dactilifera date palm tree commonly grows to a height of about 10 to 15m and
features a slender trunk of a diameter (about 60 cm) from the base to the crow (Table I). 
These results can be useful for determining the size, reach and general requirements of a 
special date palm services machine [13]. 

TABLE I: Date palm dimensions for different ages (data from Jahromi et al, 2007) 

Age (year) Bottom circumference 
(cm) 

Mid circumference (cm) Top circumference (cm) 

10 194.07 - - 

15 183.30 194.40 - 

16 194.00 186.80 - 

20 185.40 175.40 173.10 

22 203.60 170.68 162.80 

25 215.00 189.20 198.00 
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31 175.80 175.80 172.60 

40 185.40 166.40 134.20 

45 178.20 169.60 171.60 

C. biological parameters
The adult insects were much more sensitive to heat than the larger larvae. LT100 resulted 

20 min at 50°C and only 4 min at 80°C, while 30 min at 50°C were necessary for larvae weighing 
5-6 g [14]. This data is consistent with that reported in [15]. It was observed that, in general, the
longevity of adult RPW decreased with increasing temperature: both female and male longevity
declined at 36 °C, in addition it suppresses mating frequency and sperm transfer, as well as
fertility.

In the case of Phoenix Canariensis Palm, the equivalent conductivity and heat capacity 
able to simulate the heating and the cooling process, including the effect of several processes 
such as change of conductivity due to some slow water diffusion in the palm tissue, were 
estimated in [6]. The data of a low thermal diffusion confirm that the palm tree protects itself 
from the external extremes [16].  

In the case of date palm, the palm can adapt to a temperature range from zero to 50 °C. 
Temperatures allowing vegetative activity of the date palm, are between 10 and 40 °C, 18 °C 
for flowering and 25 °C for maturity. The internal temperature of the apical bud varies from 4 
to 5 °C during the day. It can be 11 to 14 °C higher than the lowest external temperatures and 
17 to 18 °C lower than the highest temperatures, with the safeguard of internal tissues from high 
thermal excursions. 

III. MEASUREMENTS FOR THE ELECTROMAGNETIC CHARACTERIZATION
OF THE MATERIALS 

Measurements of dielectric constant and conductivity of the Canariensis Palm tissues and of 
RPW were carried out with the open-ended coaxial line method. This is a noninvasive, simple, 
and reliable technique employed for measuring electromagnetic properties of liquid, solid and 

gel alike media as well as biological systems (tissue, cells) within a wide 
radiofrequency/microwave frequency band, at different temperatures. Measurements were 

made in the 500 MHz -20 GHz band [17]. The moisture content (MC) of the palm tissues was 
calculated as 

𝑀𝑀𝑀𝑀 =
𝑀𝑀𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
∗ 100 
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Where 𝑀𝑀𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  and 𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the mass of water in the sample and the oven-dried sample 
respectively.  

Moisture content is a parameter that can be subject to the season of the treatment and/or 
the phase of the treatment. Since the sample was non homogenous, measurement was an average 
of the values obtained with the probe located in different positions either on the 
healthy/damaged slice of palm as observed in Fig 1. 

Fig. 1. Measurement of the palm wood slice with the probe at different locations. 

IV. NUMERICAL SIMULATION
Electromagnetic and thermal simulations have been performed in CST Microwave 

Studio, which implements the Finite Integration Technique (FIT). The purpose of the model is 
to assess the power distribution in the palm, and consequently the temperature distribution.   

The computational volume is discretized with a hexahedral mesh, where Maxwell 
equations are solved. Mesh dimensions have been chosen to be one twentieth of the wavelength, 
which is appropriate for an accurate description of electromagnetic phenomena.  

The radiating system has been designed as a flanged rectangular waveguide (WR340) 
placed at 50 mm from the trunk of the palm, modeled as a dielectric cylinder. Two different 
models have been considered (Fig 2), differentiated on the health of the palm. 
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Fig 2. Numerical model. Left: healthy palm; right: damaged palm. 

The healthy palm is modeled to be a homogeneous dielectric cylinder with a radius of 20 
cm with electromagnetic characteristics depending on the moisture content; whereas the 
damaged palm has been modeled as concentric cylinders (fig 2). In the damaged palm model, 
the radius of the inner cylinder (healthy) is 16.5 cm and the outer cylinder’s (damaged) thickness 
is 3.5cm. The stimulated power of the incident wave on the palm was 500 W, whereas dissipated 
power has been calculated by CST. 

Thermal simulations have been realized by means of the thermal transient solver of CST. 
The output power loss of electromagnetic simulations represents the heat source of thermal 
simulation. The thermal parameters of the palm tissues have been taken as in [6].  

V. TEMPERATURE DEPENDENT MODEL
The permittivity of the date palm tissues was modeled after the complex permittivity 

of vegetation model by [18]. In the vegetation model the complex permittivity (𝜀𝜀𝑣𝑣) is presented 
as the sum of three components in equation (2) 

𝜀𝜀𝑣𝑣 = 𝜀𝜀𝑟𝑟 + 𝑣𝑣𝑓𝑓𝑓𝑓𝜀𝜀𝑓𝑓 + 𝑣𝑣𝑏𝑏𝜀𝜀𝑏𝑏 

Where 𝜀𝜀𝑟𝑟 is the non dispersive residual component; 𝜀𝜀𝑓𝑓 and 𝜀𝜀𝑏𝑏 are the permittivity of the free 
water and bound water respectively,  𝑣𝑣𝑓𝑓𝑓𝑓 and 𝑣𝑣𝑏𝑏 are the volume fraction of free water and bound 
water respectively.  

The free water components in the model refer to the water 

molecules that can move within the vegetation with relative ease, 

its dielectric permittivity is described by the Debye model of saline 

water. The bound water component refers to the water molecules that 

are held tightly to the organic compound by physical forces, its 

dielectric permittivity is modelled by the Cole-Cole model of 

sucrose water. With an ambient temperature of 22°C and a salinity 

≤10‰ in [18]:

𝜀𝜀𝑣𝑣 = 𝜀𝜀𝑟𝑟 + 𝑣𝑣𝑓𝑓𝑓𝑓 �4.9 +
75

1 + 𝑗𝑗𝑗𝑗
18

− 𝑗𝑗
18𝜎𝜎

𝑓𝑓
� + 𝑣𝑣𝑏𝑏

⎣
⎢
⎢
⎡
2.9 +

55

1 + � 𝑗𝑗𝑗𝑗
0.18�

0.5

⎦
⎥
⎥
⎤

43



Where, 𝑓𝑓 is the frequency in GHz and 𝜎𝜎 is the ionic conductivity in S/m. 

The unknowns in the above equation were determined by fitting it with the 
measurements of the date palm trunk. The above equation works only at room temperature and 
not at temperatures close to 60°C. 

To estimate the permittivity as a function of temperature also at temperatures up to 
60°C, the Ulaby-Rayes model must be modified with data from [19]. The modification was 
made in the square bracket of the second term of the Ulaby-Rayes model, which was replaced 
by a corresponding temperature dependent expression from [19]. The unknown parameters in 
the modified Ulaby-Rayes model were determined by fitting it with the measurements of the 
date palm trunk.  

The unknown in both the models determined after the fitting are displayed in the 
table II. 

TABLE II 

Model 𝜀𝜀𝑟𝑟 𝑣𝑣𝑓𝑓𝑓𝑓  𝑣𝑣𝑏𝑏 = 1 − 𝑣𝑣𝑓𝑓𝑓𝑓  𝜎𝜎

Ulaby-Rayes Model 1.96 0.33 0.67 0.67 

Modified Model 1.57 0.34 0.66 0.60 

The complex fitting obtained by means of the Measured data (Experimental data), 
Ulaby-Rayes model, and modified model at an ambient temperature of 20°C are presented in 
the fig 3. 
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Fig .3. Complex permittivity of Date Palm trunk at room temperature(20°C). Blue line- 
measured data. Red line – Ulaby-Rayes model fitted data. Green line – Modified model fitted 

data. 

VI. RESULTS AND DISCUSSIONS
From previous measurements on healthy and damaged Phoenix Canariensis palm tissues 

it was observed that in the damaged tissues the volume fraction of free water resulted higher 
than that of the bulk vegetation-bound water mixture. At 2.45 GHz the penetration depth was 
about 2.5 cm for the healthy palm and about 1 cm in the damaged palm tissue, due to the 
equivalent conductivity that is lower in the healthy tissues compared to that in the damaged 
tissues.  

Regarding the insect, the penetration depth was higher in the adult (few centimeters) with 
respect to the pupa chamber and the larva again due to the different water content in the three 
different life stage. These results were confirmed in laboratory tests. Larvae at 2.45 GHz absorb 
more microwave power than adults. Exposures for different times up to 20 minutes at 0.06 
W/cm2 impaired larvae and not adults, while 5 s to 30 s at 2 W/cm2 an ablation occurred on the 
larvae and reproductivity ability, of both male and female adults, was reduced [8]. 

The temperature dependent permittivity model mentioned in the previous section is 
applied for the saline component of the permittivity. In fig 4 the temperature dependent 
permittivity model is compared to a model with a constant permittivity for the healthy palm. In 
both the models the distance of the waveguide from the trunk is varied from 5cm (50mm) to 
15cm (150mm) in steps of 2.5cm. As observed in the figure, neglecting the dependence of 
permittivity on the temperature can lead to an underestimation of the efficiency of the heating 
the palm.  

45



Fig. 4. Maximum temperature versus time, for a homogenous healthy date palm, with a 
constant permittivity model (solid lines) and with a temperature dependent permittivity 
(dashed lines) for different distances of the waveguide from the trunk of the date palm. 

Fig 5: Maximum temperature versus time, for a homogenous healthy date palm (solid line) 
and a damaged palm model (dashed line) with different distances of the waveguide from the 

trunk of the date palm, for a temperature dependent permittivity model. 

In fig 5 the temperature dependent model is used in a healthy palm model and a 
damaged palm model, where the waveguide is shifted from 5cm (50mm) to 10 cm (100mm) 
in steps of 2.5cm. As observed, a higher temperature is reached in the homogenous healthy 
palm model in comparison to the damaged palm model; this is due to the higher real 
permittivity of damaged tissues, that in turn results in a higher reflection of the 
electromagnetic waves that are incident on it. Power transfer to the healthy tissues is more, 
whereas in the damaged tissues the power reflected is more. The RPW live within the healthy 
tissues hence rendering this model useful.  

The temperature distribution along the radial and longitudinal directions for a 
temperature dependent permittivity is presented in fig 6 and fig 7 respectively, for the 
homogenous healthy palm model and the damaged palm model, when the distance of the 
waveguide is 5cm (50mm) and 10cm (100mm), for a duration of the exposure of 120s. 
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Figure 6: Temperature distribution along the radial direction for the palm models with the two 
waveguide distances from the trunk of the palm, after 120s of continuous incident 

electromagnetic waves. 

Figure 7: Temperature distribution along the longitudinal direction for the palm models 
with the two waveguide distances from the trunk of the palm, after 120s of continuous 

incident electromagnetic waves 

VII. CONCLUSIONS
In this paper a feasibility study on the use of microwaves to disinfest RPW in date palms 

was presented with the aid of some models. The difference in the constant permittivity model 
and the temperature dependent model for the date palm were discussed. The importance of 
considering the temperature dependance in the palm modulization was established, as the 
constant permittivity model underestimates the temperature in the palm as depicted in this paper. 
With the preliminary results from a good model as presented in this paper, a protocol to disinfest 
the date palm from RPW can be developed as part of an IPM strategy.  
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Abstract 
In this work zinc oxide (ZnO) was deposited on ITO substrate by dipping substrate in 

alternate solution of zinc acetate dihydrate and water by varying solution temperature from 
70℃ to 90℃. The alternate dipping method called successive ionic layer adsorption and 
reaction (SILAR). The temperature of the solution plays a critical role on morphology and 
electrochemical properties of the deposited material. The results which confirm the effect 
of solution temperature on deposited substrate are structural analysis (XRD), scanning 
electron microscopy (SEM), optical analysis and photoelectrochemical (PEC) 
measurements. From XRD measurement with increase in solution temperature shows a shift 
in the peak and the formation of polycrystalline structure with high orientation along the c 
axis (002). SEM results shows the variation of surface morphology from nano-flakes to 
nano-rods and optical analysis shows a slight shift in band gap from 3.15eV to 3.22eV. PEC 
and solar cell capacitance simulator (SCAPS) measurement shows significant increase in 
photocurrent and device performance for sample deposited at 90℃. 

Index Terms 
Crystallites, X-ray diffraction, Polycrystalline deposition, Zinc compounds, Solar cells, 
SCAPS, Numerical analysis 

I. INTRODUCTION

Population growth around the globe and deforestation of land has raised serious health 
issues around the globe. Increased industrialization is causing serious threats to the survival 
of bio life because of environmental pollution triggered by organic pollutants. To save 
environment from organic pollutants, photocatalytic degradation of organic pollutants using 
wideband gap semiconductor has gained much attention in recent years [1–4]. Wide band 
gap semiconductors with one dimensional nanorods, nanowires and nanotubes like structure 
has gain much attention because of their unique properties and they are considered to be the 
possible building blocks of future electronics, optoelectronic and life science applications 
[5–9]. In recent years much efforts have been devoted in the design and fabrication of 1d 
semiconductor with nanostructure [10–14].  

Among those semiconductor materials ZnO has gained much attention because of 
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nontoxic, earth abundant, large band gap energy (E_g=3.2 eV), transparent conductivity, 
high optical transmission and piezoelectricity. Because of its non-toxic nature ZnO is used 
in bio medical application without any passivation. Intensive research had been done in 
fabrication of ZnO thin films by various methods like spray pyrolysis, electrodeposition, 
hydrothermal, chemical bath deposition, spin coating, sol-gel, pulsed laser deposition and 
SILAR deposition [15–23]. 

In this work SILAR deposition of ZnO nanorods was demonstrated with various bath 
temperature for solutions used for fabrications of ZnO film. In our work we use High Z-400T 
CNC machine for dipping of substrate into the alternate solutions of cation and anion. A 
general block diagram of SILAR is given in Figure 1 below. 

Fig. 1: SILAR diagram 

The paper is organized as, experimental section contains the details of SILAR about the 
fabrication of ZnO nanorods and results and discussion sections contain the details about the 
characterization of ZnO nanorods with the aid of x-ray diffraction (XRD), scanning electron 
microscopy (SEM), optical analysis and photoelectrochemical (PEC) measurements. The last 
section contains the findings of the work presented in this paper. 

I. EXPERIMENTAL SECTION

A. Materials

Analytical graded chemicals including Zinc acetate dihydrate, Citric Acid and ammonia
were used without further purification.
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B. Preparation of SnS thin film
Solution 1:

Solution for Cationic precursor was prepared by mixing (0.05M) of Zinc acetate dihydrate 
in 20 ml of water with citric acid as complexing agent to dissolve zinc acetate dihydrate in 
water. The solution was well stirred with magnetic stirrer and put on a temperature. 

Solution 2: 
Solution for Anionic precursor was prepared by adding ammonia in water and the pH of 

the solution was adjusted to 12. After that the aqueous ammonia solution was put on a 
temperature bath of 90℃. 

C. Fabrication of ZnO thin film
For ZnO thin film fabrication well sanitized ITO substrate was put into the solution of

(Zinc (II) acetate dihydrate, citric acid) for 10s to absorb the Zn^(2+) ions on ITO substrate. 
After the entanglement of Zn^(2+) on ITO substrate in the solution (Zinc (II) acetate 
dihydrate, citric acid), the substrate was then immersed into the solution of (aqueous 
ammonia) for 10s. This complete our one SILAR cycle and after every 5 cycles the substrate 
was washed with double distilled water to remove any precipitation and impurity on the 
substrate for 10s.  

D. Result and discussion

   To investigate the crystal structure of ZnO thin film deposited at cationic bath 
temperature of (70 C, 80 C, 90 C), we used diffractometer in the Bragg-Brentano 
configuration of Rigaku Ultima IV (the X-ray radiation is λCuKα=1.54060Å). The measured 
XRD peaks are plotted in Figure 1 for ZnO thin films. From Figure 1 the film with 
temperature 90◦C shows a large peak of crystal orientation across (002) axis [23][24], 
whereas this peak is smaller in other two sample which are deposited at temperature (70◦C, 
80◦C). Similarly, the inset plot in Figure 1 shows a shift in peak for sample deposited at 90C 
towards the principal peak of (002) for ZnO with comparison to the reference card 00-036-
1451. 

Average value of ZnO thin film crystallite size can be obtained from Debye – Scherrer’s 
Equation given in Equation 1 [25]. 

θ is the diffraction angle, β is the width at half height intensity or full width half maximum 
(FWHM) of the peak, λ is the wavelength of the incident beam, K is Scherrer's constant and 
usually takes the value 0.9 and D is the crystalline size. Values for crystallite size is given in 
Table 1 and from Table 1 crystalline size for 2θ Peak (002) increase with bath temperature. 
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θ is the diffraction angle, β is the width at half height intensity or full width half maximum 
(FWHM) of the peak, λ is the wavelength of the incident beam, K is Scherrer's constant and 
usually takes the value 0.9 and D is the crystalline size. Values for crystallite size is given in 
Table 1 and from Table 1 crystalline size for 2θ Peak (002) increase with bath temperature. 

Fig. 2: ZnO thin film XRD pattern 

TABLE I: Structural parameters of ZnO. 

Sample Name Peak 2θ 

(0,0,2) 

Size of Crystallite 

 [nm] 

 70C 0.22757 38.14 

 80C 0.20193 42.99 
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 90C 0.1996 43.50 

To find the transmission and band gap energy of ZnO thin film we used Ocean Optics 
HR4000 (UV-Visible spectrophotometer) fixed with an integrating sphere (to collect both 
specular and diffuse transmittance). Figure 3 result for transmission and the transmittance of 
ZnO thin film is slightly decreased by increase in temperature of the bath. This happens may 
be due the morphological changes in ZnO thin film. And Figure 4 shows the result for band 
gap energy of ZnO thin film vs photon energy and from Figure it is quite evident that bath 
temperature also effects the band gap energy of ZnO thin film and for bath temperature of 
90◦C the band gap is around 3.22 eV. The results for variation in band gap on change in 
temperature is shown in table 2. 

Fig. 3: Transmittance of ZnO thin film 
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Fig. 4: ZnO thin film band gap 

TABLE 2: ZnO band gap 

Sample Name Band Gap (eV) 

 70C 3.15 

 80C 3.17 

 90C 3.22 

Figure 5 shows the scanning electron microscopy (SEM) images of ZnO thin films 
deposited at different temperatures (70℃, 80℃, 90℃). And based on the results from SEM 
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as given in Figure 5 it was found that temperature bath temperature influences morphology 
of ZnO samples and by increase in temperature for cationic solution the morphology of the 
ZnO thin film changes from nano-flakes to nano-rods structure.  

Fig. 5: (a) SEM images of films prepared at temperature 70℃ 

Fig. 5: (b) SEM images of films prepared at temperature 80℃ 
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Fig. 5: (c) SEM images of films prepared at temperature 90℃ 

To measure the degree of photocatalytic action ZnO deposited thin film at various 
temperature for water splitting we used potentiostat (autolab), solar simulator and three 
probes photochemical cell. The artificial light intensity was calibrated at 1 SUN (100 ) with 
standard silicon photodiode. The system for measuring photocatalytic activity consists of 
three electrodes, ZnO work as working electrode, Ag/AgCL as reference electrode and Pt as 
counter electrode. The electrolyte solution used to measure the photocurrent activity for ZnO 
film deposited at different temperature is Na_2 SO_4 with molar ratio of 0.5 M. The 
chronoamperometric study was performed at the chopping ON/OFF rate of ~10 s/cycle. 
Figure 6 shows the result for photocurrent activity of ZnO film and based on the result from 
photoelectrochemical (PEC) test ZnO fil deposited at temperature 90◦C has current higher 
than other films. 
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Fig. 6: Photocurrent for ZnO films deposited at different temperature 

Similarly, results for variation of band gap on solar cell device performance was also 
analyzed using SCAPS-1D (solar cell capacitance software) with structure of solar cell 
SnS/CdS/ZnO as discussed in our earlier work [26]. Results for numerical simulation in 
SCAPS-1D, are plotted in Figure 7 and from the results with increase in band gap of ZnO 
layer device performance was enhanced. From Figure 7 the results for ZnO thin film 
deposited at bath temperature of 90C shows better performance with comparison to other 
samples for device structure SnS/CdS/ZnO. 

57



Fig. 7: SCAPS simulation for device structure SnS/CdS/ZnO 

A. Conclusions

Zinc oxide (ZnO) was deposited on ITO substrate at different bath temperature ranging 
from 70℃ to 90℃ using SILAR technique. The effect of bath temperature on ZnO deposited 
film was analyzed by XRD, optical analysis, SEM and PEC measurements. From XRD 
analysis it was found that by changing bath temperature the crystal orientation along 002 is 
improved whereas bath temperature had a minor effect of band gap of ZnO deposited films. 
SEM images reveal that with increase in bath temperature ZnO nano-rods grown on ITO 
substrate and PEC measurement prove an enhanced current for ZnO nano-rods at temperature 
90℃ and whereas SCAPS-1D simulation shows that sample with band gap of 3.22 eV shows 
better performance for solar cell with device structure SnS/CdS/ZnO. 
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Abstract 

The layout with which PV strings are often arranged to be connected to a single inverter 
that often controls various solar panels can cause various issues. Those issues can be 
addressed by employing micro-inverters connected to the single panels or to smaller arrays 
to have better control over the system. This paper presents a topology of CSI micro inverter 
designed to use a voltage multiplier as a voltage boost for the DC link choke inductor using 
SiC switches at high frequency. The general topology is presented alongside the simulation 
results obtained for non-ideal components in SPICE. 

Index Terms 

PV, micro inverters, power quality 

I. INTRODUCTION

In photovoltaic applications many known issues arise from the strategy of connecting 
many PV modules to the same inverter. One of those problems is partial shading of some 
cells or of an entire module, which can cause overheating to the module itself [1]. Another 
issue arises when connecting multiple PV arrays to the same inverter is the necessity of 
interrupting DC currents in case of fault on a single array since interrupting DC currents 
requires employment of specialized breakers, which are becoming more available with the 
increased attention on DC microgrids but are still less common than their AC counterparts 
[2]. Furthermore, during much of their functioning hours modules can work under 
mismatching irradiance conditions, and controlling the power flow with a single
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inverter and a single MPPT controller can lead to non optimized results. For all those reasons 
micro-inverters can be employed on smaller arrays to better handle the control power flow 
via the employment of DMPPT [3]. Arrays with micro inverters also behave effectively as 
AC generators and therefore can bypass the aforementioned DC interruption problems. 
Another aspect of making smaller arrays is also the fact that the DC link voltage obtained 
this way can be rather small and so a voltage boost is required for the proper functioning of 
the converter. This voltage boost can be normally achieved with circuits that use transformer 
based topology such as a Flyback element [4] or boost converter based techniques [5] or 
employ a buck-boost or other kinds of transformerless operation [6] [7] 
[8] This work presents a topology which employs a capacitive voltage multiplier and the
natural capability of the CSI inverter of acting as a boost converter to control low DC link
voltage arrays. This type of circuit has been used as a voltage equalizer in [9]. Papers [10]
and [11] also present a similar conception with different application fields. The idea of this
paper is to test the power capabilities and output power quality of the proposed topology to
attest the feasibility of application as a power micro-inverter for PV applications.

II. TOPOLOGY PRESENTED

The topology presented for this work is shown in Fig.1. The first part of the schematic is 
comprised of a full bridge converter that feeds a square alternating AC waveform to a 
capacitive voltage multiplier. Than an ideal regulated current source is realized via a chopper 
converter and an inductance whose aim is to provide a stabilized DC current to the last stage. 
The final part of the schematic is the inverter itself which is a four leg topology [12]. The 
fourth leg is introduced to provide a freewheeling path for the current during certain 
commutation stages and it serves the purpose of lowering conduction losses in the 
freewheeling stages. 
The results of a sample simulation are shown in 2 and 3 to better explain the operation of this 
topology. In Fig.2 the initial voltage transient before the DC-Link inductor is shown. In the 
beginning the chopper is not modulating and the voltage at the node before the DC-link 
inductor is simply the one determined by the voltage multiplier. After that the current flowing 
through L1 reaches a value which is around the setpoint chosen and the M7 mosfet starts to 
switch to maintain the desired current. 

Fig. 1: Schematic of the converter presented
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Fig. 2: Voltage transient and beginning of 
modulation for the chopper converter Fig. 3: DC link current transient

In Fig.3 the current transient is shown. The current modulation in the chopper starts when 
the current goes above the setpoint for the first time. An efficiency curve for various passive 
resistive loads is shown in figure 4. This curve was taken from a 100Khz switching frequency 
simulation with 5A stabilized DC link current Since the current implementation 

Fig. 4: Efficiency curve@100Khz switching frequency 

of the topology includes three hard switching sub-topologies (a full bridge in input, a chopper 
and four inverter legs) all in series, the resulting final efficiency for high switching 
frequencies is lower than most standard solutions. Working at higher frequencies could in 
any case beneficial to have a smaller choke inductance for the DC link and lower THDs, 
which coupled with the fact that this topology doesn’t use transformers, make it still a viable 
low cost solution. A trade off between better efficiency and a bigger choke inductance could 
be made to achieve a better overall performance. Finally, a sample current waveform is 
shown in figure 5.
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Fig. 5: Output current waveform 
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Abstract 

According to the latest data collected by the Alzheimer’s Disease International (ADI), 
Alzheimer’s disease (AD) affects a significant percentage of the elderly population (ap- 
proximately 50 million individuals), leading to progressive cognitive deficits, 
impairments in daily activities, and, finally, death due to lack of effective treatments. AD 
is characterized by brain atrophy and neuronal death caused by the abnormal neurotoxic 
accumulation of amyloid and tau proteins. In our endeavour to delve deeper into the 
complexities of AD, we embarked on an extensive review of the existing literature. This 
comprehensive study enriched our understanding and highlighted the gaps in the current 
research landscape, guiding our subsequent investigations. Structural magnetic resonance 
imaging (sMRI) represents a fundamental tool in diagnosing and evaluating AD in the 
clinical setting. Building on established techniques, our study aimed to investigate and 
extract discrimi- native features from these kind of images. Specifically, the datasets used 
in our research come from the Alzheimer’s Disease Neuroimaging Initiative (ADNI), a 
renowned global effort to advance our understanding of Alzheimer’s disease through 
neuroimaging and other methods. We split the 3D sMRI into individual slices and trained 
a 2D convolutional neural network (CNN), pre-trained on ImageNet, on each slice, 
associating each with a label of AD or CN (cognitively normal). We then used a majority 
voting approach as a fusion method to classify the entire brain volume. Our results were 
promising. The models tested and implemented have achieved good performance in terms 
of accuracy, MCC (Matthew’s correlation coefficient), sensitivity, and specificity. In 
particular, we observed that models with multiple parameters only sometimes generalized 
well for this task. Simpler architectures like VGG-16 were better suited to this challenge 
than newer, more capable networks such as EfficientNet or ResNet. This study 
underscores the potential of a slice-level approach with pre-trained 2D CNNs for AD 
diagnosis, possibly rivalling the capabilities of 3D CNN methods that process data at the 
volume level. Our future goal is to identify more advanced fusion techniques to enhance 
diagnostic accuracy further.
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Abstract 

In this paper, we present two non-iterative imaging methods for Electromagnetic 
Tomography (ET) and, specifically, for Soft-Field Tomography, that is of great interest in 
literature due to the low-cost operations and the absence of ionizing radiations. The first 
method proposed, called Kernel Method, treats linear materials, while the second one, that 
is a Monotonicity Principle based method, is meant for nonlinear materials. Both are feasible 
for real-time applications, that is a very uncommon feature in Soft-Field Tomography. 
Furthermore, the second method is the first real-time imaging algorithm able to deal with 
field-dependent electromagnetic properties. 

Index Terms 

Electromagnetic Tomography, Inverse Problem, Real-time imaging method, Kernel 
Method, Monotonicity Principle, Nonlinear materials. 

I. INTRODUCTION

Electromagnetic Tomography (ET), and especially Soft-Field Tomography, is a topic of 
great interest, since the great flexibility of these techniques to various practical applications. 
Basically, ET allows to reconstruct the interior of a sample under test exciting it by a certain 
form of electromagnetic energy and measuring a proper electromagnetic quantity on the 
boundary. In other words, it is a nondestructive technique. 

We are interested in the inverse obstacle problem, that is retrieving the shape of one or more 
anomalies embedded in a known background material, throughout boundary measurements. 
This is a very challenging problem, since it is an ill-posed and nonlinear problem, even in 
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presence of linear materials. 

Fig. 1. Inverse obstacle problem. Ω is the domain of interest for tomographic inspection, A the 

anomalous region to reconstruct. 

There are two main approaches to this problem. The first one, known as iterative methods, 
consists in minimizing a proper error functional between the measured and the numerical 
computed data [1]. The main drawbacks of these methods are the high computational cost and 
the difficulty in guaranteeing global convergence. For these reasons, they are incompatible 
with real-time applications. 

The non-iterative methods, instead, have their roots in the properties of the physical-
mathematical model of the target problem. Starting from these properties, a proper indicator 
function is introduced able to give real-time reconstructions. There are very few of them 
available such as: Linear Sampling Method [2], Factorization Method [3], Enclosure Method 
[4], Monotonicity Principle Method [5], MUSIC [6]. 

In this work, we propose two new non-iterative imaging method. The first one, called Kernel 
Method, is meant for linear materials, while the second one, based on a recent generalization 
of the Monotonicity Principle, is able to deal with nonlinear materials. 

The paper is organized as follows. In Section II we present the Kernel Method, while in 
Section III we treat the imaging of nonlinear materials via the Monotonicity Principle. 

II. THE KERNEL METHOD

Despite the Kernel Method can be applied in different contexts, for the seek of clarity, we 
focus on Electrical Resistance Tomography (ERT). In ERT the aim is to infer the spatial 
behavior of the electrical conductivity by boundary measurements in DC operations. The 
excitation is represented by DC currents driven by a certain number of electrodes, while the 
measured quantity is represented by DC voltages resulting on the same electrodes. Let us 
consider a sample under test, which has an anomalous region A and hereafter termed actual 
configuration. Furthermore, let us introduce a second configuration, called reference 
configuration, with the same geometry of the actual configuration, but without the anomaly. 
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Fig. 2. System for ERT. A certain number of electrodes are attached on the boundary of the domain. Currents are 
imposed on the electrodes and voltages are measured. 

A key role in our method is played by the resistance matrix, i.e. the matrix that maps the 
applied currents on the electrodes to the measured voltages. We refer to RA and RBG as the 
resistance matrix related to the actual and reference configuration, respectively. 

The imaging method consists in evaluating the spatial behavior of the power density on the 
reference configuration, when the system is driven by an eigenvector of RA RBG corresponding
to a proper eigenvalue above the noise level. The estimate of the anomaly is given by the 
region where this power density is negligible. 

It results that the proposed method has a very low computational cost. Indeed, the 
computation of eigenvalues and eigenvectors of RA − RBG has a negligible cost. Then it is 
required the solution of only one direct problem to carry out reconstructions. 

III. TOMOGRAPHY OF NONLINEAR MATERIALS VIA MONOTONICITY 
PRINCIPLE

The Monotonicity Principle (MP) is the foundation of the a class of non-iterative algorithms 
for Soft-Field Tomography. It has successfully applied in various fields such as: Electrical 
Resistance Tomography [5], Electrical Capacitance Tomography [7], Magnetic Inductance 
Tomography [7], Eddy Current Tomography [8] and so on. It has a series of peculiar 
characteristics such the feasibility for real-time applications, the possibility to give rigorous 
upper and lower bounds to the anomalous region and the capability to perfectly reconstruct the 
outer boundary of the anomaly in presence of noise-free data. 

Basically, MP states a monotonic relationship between the values, in the interior of the 
domain, of an unknown material property and the boundary measurements, represented by a 
proper boundary operator. Recently, it has been extended to nonlinear materials, under very 
general assumptions [9]. 

In this work, we focus on the problem of retrieving an unknown nonlinear anomaly 
embedded in known linear background, i.e., let Ω be the domain of interest for tomographic
inspection and A Ω be the anomalous region, the electrical conductivity related to the sample 
under test is 

σ  (x, E) = σNL(E)   in A
σBG in Ω \ A. 
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The steady state current problem can be formulated via the introduction of an electrical scalar 
potential φ, i.e. E = −∇φ 

∇ · (σA(x, |∇φA(x)|)∇φA(x)) = 0   in Ω 

φA(x) = f (x) on ∂Ω, 

where f is the imposed boundary potential. Furthermore, we denote with ΛA the DtN (Dirichlet-
to-Neumann) related to the anomaly A, that is the operator mapping the imposed boundary 
potential f to the measured current flux at the boundary, when the anomaly occupies the region 
A. 

Let T       Ω an arbitrary region, hereafter called test domain, characterized by the nonlinear
electrical conductivity σNL. The MP takes the form [9], [10] 

T ⊆ A =⇒ ΛT ⩽ ΛA, (1) 

where ΛA is the so-called average DtN, related to an anomaly in A. It is 
defined as 

ΛA : f ›→ 

and ΛT ⩽ ΛA is meant as ⟨ΛT (f ), f ⟩ ≤ ⟨ΛA(f ), 
f ⟩ ∀ f . 

ΛA(αf ) dα 
0

The Monotonicity Condition in (1) can be written equivalently as 

ΛT ̸⩽ ΛA =⇒ T ̸⊆ A

(2) 

Condition (2) is the basis of the reconstruction method. In fact, it allows to infer 
if T is well-included in A or not by boundary measurements. From this reasoning, 
introducing a certain set of test anomalies Tk, it is possible to obtain an estimate 
of the unknown anomaly as 

A˜ = {Tk | ΛTk  ⩽ ΛA}.
k 

Verifying in practice condition (2) poses serious problems. In order to do that, 
in fact, it is needed to find a boundary potential f such that ΛT (f ), f > ΛA(f ), f . 
While this task is trivial in the linear case, when Λ = 1 Λ and the problem can 
be addressed to the evaluation of eigenvalues, the same task is very challenging 
in the nonlinear case, since there are no such mathematical tools. 

The more natural approach appears to be solving the nonlinear minimization 
problem 

min⟨ΛA(f ) − ΛT (f ), f ⟩. 

( 

f
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If the minimum is negative, then T A. The main drawback is that, being the 
problem ill-posed, the number of the iteration required is huge and so the 
number of measurements needed. In other words, the minimization is 
incompatible with real-time applications. 

The method we propose allows to compute, before the measurements process, 
a set of boundary potentials to carry out the Monotonicity Test in (2). These 
special potentials are optimal in the sense that they are able to reveal if T A. The 
computation of these potentials, that arise from a set of linear problems, requires 
only the knowledge of the geometry of the domain and the conductivities 
involved. It follows that this approach is feasibile for real-time applications. 
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Abstract 
Significant interest in wind power generation has been sparked by the necessity of 

halting global warming and switching to renewable energy sources. Although wind energy 
is widely available and cost-effective, its intrinsic variability presents significant obstacles. 
Double Fed Induction Generators (DFIGs) have emerged as crucial components in 
efficiently using wind energy. This research tackles the problem of controlling variations in 
wind speed by incorporating different controllers into the inner voltage control loops of the 
Rotor Side Converter (RSC) and Static Series Synchronous Compensator (SSSC). This 
study investigates the utilization of Neuro-Fuzzy Wavelet Control (NFWC) to improve the 
stability and efficiency of DFIG-based wind power systems. The NFWC system has been 
developed to enhance voltage regulation in the RSC following a fault occurrence. The 
proposed methodology utilizes a gradient-descent optimization algorithm to integrate with 
power system control, enhancing stability effectively. 

Index Terms 

Neuro-Fuzzy, Wavelet Control, DFIG, Wind Power, Power System Stability, Voltage 
Regulation, FACTS Controllers, Renewable Energy. 

I. INTRODUCTION

Concerns about global warming and the limited availability of fossil fuel reserves have 
caused an increasing focus on renewable energy sources, especially wind energy [1]. The 
field of wind power generation has witnessed enormous expansion, as evidenced by estimates 
that indicate a notable surge in global wind-generated electricity. Double Fed Induction 
Generators (DFIGs) have gained significant popularity as a preferred option for wind power 
generation owing to their cost-effectiveness and efficiency in capturing fluctuating wind 
speeds [2]. The effective performance of DFIG is significantly dependent on a resilient 
control system encompassing speed control, power control, and pitch angle control. This 
comprehensive control system maximizes energy capture and minimizes mechanical stress 
[3]. 
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Integrating wind farms into power grids has stimulated research in power system stability, 
power quality, and accurate forecasting. The utilization of Flexible AC Transmission System 
(FACTS) controllers, specifically the Static Synchronous Compensator (STATCOM), has 
become crucial in addressing low-frequency oscillations in power networks that incorporate 
wind farms. The reactive power compensation capability of STATCOM contributes to 
improving power system stability, albeit at a comparatively more significant financial 
expenditure than alternative options [4]. 

The control algorithms utilized in power converters inside DFIG systems are of utmost 
importance in attaining optimal efficiency and reliable performance [5]. Although decoupled 
PI control is frequently used, the existence of uncertainties and the lack of an accurate system 
model can present difficulties in parameter tuning. Fuzzy logic and Artificial Neural 
Networks (ANNs) present alternate methodologies [6]; yet, due to their respective 
limitations, the emergence of NeuroFuzzy systems has been witnessed. The NeuroFuzzy 
approach integrates the learning capacity of ANNs with the decision-making skills of fuzzy 
logic, providing a robust methodology for tackling intricate nonlinear issues. Incorporating 
wavelet neural networks (WNN) enhances the localization capabilities of the NeuroFuzzy 
methodology [7]. 

This work proposes implementing a Neuro-Fuzzy Wavelet Controller (NFWC) to improve 
power systems' stability using DFIG-based wind farms. The purpose of the NFWC is to 
regulate the voltage of the Rotor Side Converter (RSC) during post-fault scenarios. A 
gradient-descent optimization approach is utilized to update the controller's parameters 
iteratively. This study aims to devise an algorithm that effectively enhances power system 
control by integrating multiple controllers into the inner voltage control loop of both the RSC 
and the SSSC. 

II. AERODYNAMICS AND DRIVE TRAIN MODEL

The wind turbine is a nonlinear complex system being the combination of three 
subsystems, i.e., electrical (generator), mechanical (drive train), and aerodynamics. Available 
aerodynamic power at the swept area (A) of rotor blades is given as: 

(1) 

Where  is the air density, and v is the velocity of wind. Extracted power from available 
wind power is calculated as: 

(2) 

(3)
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Where  is the pitch angle of blades, R is the length of blades,  is the angular speed of 

the rotor, and  is the power coefficient. It is a nonlinear function of pitch angle and 

tip speed ratio.  is the blade design constant-coefficient and  is the blade tip ratio. 

Fig 1. Wind turbine two-mass model. 
The components of the drive train are a turbine, a gearbox, and a high/low-speed shaft. It 

acts like a conversion system which converts the low rotational speed of the turbine to a high 
rotational speed to drive the generator. Fig 1. shows the two-mass model used in this system, 
mathematically represented as follows [8]: 

Change in angular speed  of turbine is caused due to difference in aerodynamic torque 

 due to wind speed and shaft torque . 

(4) 

(5) 

The relationship between mechanical torque  and electromechanical  torque of a 

generator with losses due to friction  is equal to the change in angular velocity. 

(6) 

(7) 
Gear ratio relates to mechanical torque and shaft torque. 

(8) 

Where (9)
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(10) 

Where,  and . 

 and  is the inertia constant of the turbine and generator, respectively. 

 and  are the wind turbine angle speed and generator rotor angle speed, respectively. 

 and  is the shaft stiffness and damping coefficients, respectively. 

 is the active power of the stator; 

 is the shaft twist angle. 
III. NEUROFUZZY CONTROL ARCHITECTURE

In an adaptive network, multi-layered feedforward neural networks and TSK type 
inference systems are used along with an online adaptive algorithm. NeuroFuzzy structure is 
shown in Fig. 2. where n represents the inputs and m presents the rules. The network has i 

number of inputs, where . Output  and  number of rules where 

. The generalized  rule from the figure can be expressed as: 

(11) 
There are seven layers in the NeuroFuzzy control. Layer 2 and layer 4 have adaptive nodes, 

whereas other nodes are fixed. A brief description of each layer is stated in [9]: 
Layer 1: It is the input layer having i number of inputs. 
Layer 2: This layer is called the fuzzification layer, where each numerical input is 
mapped using the respective membership function. Here, Gaussian membership functions 
are used for fuzzification and given as: 

(12) 

Where r and  are the mean and the variance of the membership function, respectively, 
that can adjust the shape of the membership function. The degree of membership can be 
anywhere between 0 and 1. 
Layer 3: According to the firing strengths of inputs, fuzzy system rules are processed 
in this layer. Degree of fulfillment for each rule is calculated by using the T-norm 
operation. 

(13) 
Layer 4: It is the consequent part of the controller and is adaptive in nature. Wavelet 
neural networks having i inputs are used instead of polynomials. The type of the wavelet 
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is a Mexican hat. Basically, Mexican hat is the second derivative of the Gaussian function. 
The gaussian derivative of the wavelet function does not have an associated scaling 
function. Mexican hat wavelet function is given as: 

(14) 

Where        (15) 
In the above Equation, p and q are the dilation and translation parameters of wavelet, 

respectively. The output of layer 4 is given below: 

(16) 
Where w is the weighting factor. 
Layer 5 and Layer 6: These two layers are defuzzification layers, where center of gravity 
method is used to translate fuzzy values again into crisp values. 
Layer 7: This is the output layer having a single fixed node whose output is denoted 

by . 

(17) 

Fig. 2. Architecture of NeuroFuzzy Control 
Adaptation mechanism: 

79



NeuroFuzzy control is modeled in MATLAB/Simulink and simulated using the ode 23 
solver. Evaluations of NeuroFuzzy control are simulated in a phasor-type power system. The 
phasor model is preferred for large power system simulation because it replaces large 
differential equations with simple algebraic equations and neglects the electromechanical 
transients, improving the simulation speed. 

The back-propagation algorithm and the optimization technique are used to update the 
NeuroFuzzy network. It is the simplest algorithm to update network parameters. 

The cost function used for updating the parameters of the controller is given as: 

(18) 

Where,  and  is the reference value and  is the output value of plant. 
The optimization technique used in this paper is gradient descent. It is also known as the 

steepest decent method. Information is provided by gradient vector, that is why it is called the 
first-order method. The generalized update law is given below: 

(19) 

Where  is the update parameters vector and is given as: 

(20) 

And  is the vector having derivatives of the controller parameters and given as: 

(21) 
The generalized chain rule is given in Equation (22) 

(22) 

Where, 

(23) 
A direct adaptive control scheme is used in this work. In the direct approach, the term 

 called sensitivity measure is approximated to some constant [10]. 
Solutions of the derivative of Equation (23) are given below: 

(24)
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(25) 

(26) 

(27) 

(28) 
Where3 

(29) 
IV. SIMULATION MODEL

A wind farm with six turbines and a capacity of 9 MW at 575 V that operates at an 8 m/s 
wind speed is employed in this work. The diagram presented in Fig. 3 illustrates a single-line 
diagram of the system. The wind farm is interconnected with a 25 kV distribution feeder, 
which ultimately transfers power to a 120 kV grid that is an infinite bus. This transfer of 
power occurs via a transmission line that spans a distance of 30 kilometers. Each wind turbine 
is connected to a capacitor bank with a 400 kVAR rating. A 3 MVA SSSC is installed in the 
power system, connected explicitly between bus B2 and B3. The behavior of the system is 
examined across five different configurations. At the outset, the system lacks any auxiliary 
control connection. Subsequently, a post-fault study is conducted following the integration 
of the SSSC with NeuroFuzzy control within the system. Following this, the real control PI 
of the voltage loop in the RSC system is substituted by NeuroFuzzy control. The resulting 
results are contrasted and discussed in relation to various configurations. 

Fig. 3: Wind power system with SSSC 

The validation of all damping techniques is conducted on a wind power system in the 
occurrence of a significant fault. A three-phase fault occurs at t=16 seconds and is automatically 
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cleared after 0.5 seconds. The active and reactive powers of the DFIG are depicted in Fig. 4. It 
has been found that during the occurrence of a fault, the active power remains at a value of zero. 
Significant oscillations are produced as a result of abrupt situations. Comparing PI control to all 
other traditional and non-traditional controllers, it can be shown that it lags. The PI control 
system exhibits an overshoot, as seen by a spike in power reaching 27 MW, followed by 
sustained oscillations over an extended period. Incorporating NeuroFuzzy control in 
the SSSC has resulted in a considerable reduction in power overshoot. The regulation of the 
NFWC in the SSSC has an enhanced impact in mitigating overshoot spikes. The magnified 
results in the picture illustrate the effects of TSK and NFWC when used in a DFIG system. The 
power overshoot observed in the case of NFWC exhibits a slight improvement compared to 
TSK. However, it notably contributes to the substantial mitigation of oscillations. 

(a) (b) 

Fig. 4: (a) Active power; (b) Reactive powers of wind turbine 
The current and voltages of the wind turbine in p.u. are measured at Bus B1 and shown in 

Fig. 5. The figure shows that turbine voltage goes down to zero during fault time and 
oscillates after fault clearance. Almost the same response is observed in a power system 
equipped with TSK in SSSC and NFWC in SSSC. In contrast, TSK and NFWC in DFIG 
perform effective damping action and stabilize the voltage. The percentage of overshoot 

(POT) and improvement index  is calculated from voltage. Results of POT and , given 
in Table I, show drastic improvement when NeuroFuzzy control works in DFIG, but marginal 
improvement is observed between TSK and NFWC in DFIG. 

Moreover, it is seen that NFWC suppresses the voltage overshoot 42% w.r.t. PI control, 
and its overshoot value from its steady-state value is just 3%. Likewise, the post-fault 
behavior of the current has large oscillations. Moreover, different control schemes show the 
same trend in stabilizing the system as in the case of voltage-damping 
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(a) (b) 

Fig. 5: (a) Voltage at bus B1; (b) Current at bus B1. 
The formula used to calculate POT is given below; 

(30) 
Table I: Performance w.r.t. PI control 

Sr. # Control scheme Settling time (%) POT (%) 
Improvement index (%) 

1 TSK in SSSC 0.81 73.38 56.5 

2 NFWC in SSSC 3.25 78.311 60.3 

3 TSK in DFIG 1.85 92.05 73 

4 NFWC in DFIG 4.04 92.3143 73.2 

V. CONCLUSION

This paper proposes a Neuro-Fuzzy Wavelet Controller (NFWC) to enhance power system 
stability in DFIG-based wind farms. The NFWC regulates Rotor Side Converter (RSC) 
voltage post-fault, utilizing gradient-descent optimization for parameter tuning. This research 
advances power system control by integrating multiple controllers within the inner voltage 
control loop of both the RSC and the SSSC. 

 In conclusion, this study contributes to the ongoing efforts to make wind energy a reliable 
and sustainable component of the global energy landscape. Adopting advanced control 
systems, like the NFWC, represents a significant step towards harnessing the full potential 
of wind power while ensuring the stability and efficiency of power systems in a renewable 
energy-driven future. 
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Abstract 

A smart protection scheme is proposed for the existing distribution system using multiple 
current and voltage sensors. Using the proposed scheme, the location of fault and its nature 
can be identified. After identification and localization, the faulty system is isolated from the 
healthy system and a backup path is provided if needed. Values from current sensors are 
observed continuously and based on their values decisions are made. By the results returned 
from the sensors in case of fault, the nature and location of fault is also identified. Alarm is 
generated and tripping is done in case of fault using the predefined values of currents. In case 
of fault circuit breaker is tripped for short period of time turned ON to check whether the fault 
is temporary or permanent after regular intervals. Some loads are highly sensitive like 
hospitals and defence departments etc. in this after one tripping the load is directly shifted to 
the backup path. In case of permanent fault load is disconnected from the original path and 
shifted to a backup path till the maintenance of the faulted section. After the successful 
elimination of fault load is again shifted to its original path. Continuous data acquisition is 
done with time along with the values of currents and conditions of breakers. A distribution 
model is designed to implement the proposed method. Satisfactory results were obtained. 

Index Terms 

Protection Scheme, fault identification, fault localisation, fault isolation. 

I. INTRODUCTION

We are living in an age where a continuous supply of electric power is a necessity of life. 
We face interruption in electric power supply daily, due to faults in the supply system. Mostly, 
faults occur in the distribution system, due to which some of the connected areas have to face 
power outages for a long time. These faults are the cause of the failure of the distribution grid. 
Conventional methods for the protection of the distribution system don’t involve the 
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localisation and identification of faults. The existing protection scheme of a distribution 
network in Pakistan and other underdeveloped countries is a conventional and old system. This 
system comprises CT, PT and a circuit breaker at the distribution grid. The circuit breaker for 
every feeder is dedicated and separate from the other feeders. These methods only isolate the 
faults but do not identify and locate them. Identification and location is done by inspection 
method or on the complaint of the locality affected by the fault. This identification, location 
and elimination requires several hours, and the customer has to face power outages. These 
power outages cause huge losses to the small and cottage industry, which in turn affects the 
economy of the country. 

This project is about the smart protection of the distribution system. The main idea of the 
project is to design a smart protection scheme for the existing distribution system that would 
not only reduce the time of power outages but can also provide power from a backup path in 
case of a fault. The aim of the project was to convert the manual system of protection to a 
digital system for better monitoring and protection and to compete with the world through 
advancements in technology. 

• The objectives of the research were:

• Integration of voltage and current sensors with a distribution network.

• Fault identification.

• Fault Isolation.

• Fault localisation.

• Self-Healing

• Load prioritisation
The designed model consists of three different loads, i.e., industrial, commercial and 

residential. Every load has its control unit consisting of Arduino Mega 2560, all three control 
units are integrated. To monitor their current, a current sensor, ACS712, was used and for 
measurement of voltages, a three-phase voltmeter compatible with Arduino is designed. 
Relays are used to break and make the connections. Real-time values from current and 
voltage sensors are monitored and stored using PLX-DAC software to monitor the whole 
system.  

II. RELATED WORK
A. Failure Prediction and Prevention

Vaiman et al. [1] proposed an automated method to get the real-time data of a transmission
system using PMU, ROSE and SCADA to monitor and increase the stability by calculating 
the boundary values of voltages and thermal limits for steady-state stability. Data from PMU 
is gathered using SCADA and analysed by ROSE. ROSE defines the region of stability of 
operation and control. Chertkov et al. [2] proposed an algorithm for static load distribution 
networks to identify and predict the most probable modes of failure and their weak points. 
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Using the proposed algorithm, an error surface was developed that separates the region where 
no load shedding is required from the region in which some load shedding is unavoidable. 

B. Failure Identification and Location
Calderaro et al.[3] proposed a method for failure identification and localisation based on

the Petri net model. A PN model is constructed using the acquired data, and the system is 
analysed. Error is detected in the data transmitted, i.e. false signals, if no error is detected, then 
the location of the fault is detected by applying different matrix operations on the matrix 
obtained from the PN model. Mladen Kezunovic [4] proposed a method for fault location using 
IEDs. These sensors installed send the voltage and current values to EMS every two seconds. 
Initial simulated waveforms are compared for fault localisation with new waveforms gathered 
using IEDs. Kongming Sun [5] proposed a method to select the faulty line automatically. It 
can be divided into the faulted line section location method for medium-voltage distribution 
feeders and the faulted area identification technique for low-voltage distribution systems. In 
the first part, an adjacency list that shows the adjacency relationship and status of fault-
indicating devices (FIDs) is developed. Then an iterative search technique is devised to 
traverse the adjacency list to determine the faulted line section. The second part develops a 
relational table showing the association relationship between smart meters, meter boxes and 
distribution transformers. The faulted area can be located based on the table and the voltage of 
smart meters received from the customer electric information acquisition system (CEIAS). 

C. Self-Healing
Mohamed Eid Aljahani [6] proposed a method for Surveillance of the distribution system

of the smart grid using PSCAD software. He proposed that after locating the fault in the faulty 
area, power is supplied using an alternative path. 

III. METHODOLOGY 
A. Fault Identification

The fault is identified based on the current behaviour. A three-phase fault current in all
three phases will be equal and exceed the nominal value. In the case of line-to-line fault, the 
current value in the two phases, which are physically held together, exceeds the nominal limit, 
and some of the current flow through the load. In the case of a double line-to-ground fault, the 
current value in the two phases physically held together exceeds the nominal limit, but in this 
case, the load current is equal to zero, i.e., no current flows through the load. In the case of a 
single line fault, the value of the current in the phase in which the fault occurs exceeds the 
nominal value and the load current is equal to zero. In case of an overloading fault, the value 
of the load current will increase from the nominal value. In the case of under voltage fault, the 
magnitude of the voltage will be less than the nominal voltage; in the case of overvoltage, the 
magnitude will be greater than the nominal voltage. 

B. Fault Location
When the fault occurs, the value of the sensor returned to the microcontroller is not equal

to the magnitude of the nominal value. Depending on the fault, the value may be smaller or 
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greater than the nominal value. After getting the faulted value from the sensor, the sensor is 
identified to locate the position of the fault. For example, a single-phase short circuit fault 
occurs in the middle of the distribution feeder. At the point at which the fault occurs, the current 
sensor before the fault will have a greater value than the nominal current value and the sensor 
after the fault will have a current value of zero. The region between these two sensors is the 
faulty region. Based on the location of the sensors, the location of the fault is identified. 

C. Fault Isolation
Once the fault is identified and located, it has to be isolated or separated from the rest of

the network for its proper working. The faulty section is isolated by tripping the circuit breakers 
through the microcontroller. Two breakers operate for the isolation of fault. One breaker is 
before the fault point from the distribution side to stop the flow of power from the grid. The 
second is the one after the fault point to separate it from the load side so no power flows from 
this side due to the interconnected system. In case of a short circuit fault, the faulty section is 
separated from the system without any delay, so the fault cannot harm the rest of the network. 
In case of an overloading fault, an auto-recloser tries three times to reconnect to the network 
as if the fault is temporary.  But if the fault is permanent, it is separated from the system after 
the third try of auto-recloser. The flow chart of the proposed methodology is shown in Fig.1 

Fig. 1. Flowchart of the proposed methodology
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IV. DESIGNED MODEL
Designed model of a distribution system consists of mainly three loads i.e. industrial, 
commercial and residential. Each load is supplied by a dedicated feeder. All the system is 
interconnected. Three Arduino Mega 2560 are used for the control of three loads. For 
measurement of current ACS712 current sensor is used and for the measurement of system 
voltages a three-phase voltmeter is designed compatible with Arduino. All three Arduinos are 
interconnected with each other. To simulate the behavior of circuit breakers, relays are used to 
make and break the circuit. 

Fig. 2. Block diagram of complete system 

V. WORKING
A. Short Circuit Fault

In case of short circuit fault at any point in the system between the load and distribution
grid, the current sensor placed before the location of fault indicate the sudden increase the 
magnitude of the current. And the current sensor after the location of fault will indicate the 
magnitude of current not equal to the magnitude of current entering the system or the 
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magnitude of current will be zero. On the basis of behavior of current, the nature fault is 
identified. After the identification of fault, the faulty area is isolated from the healthy area by 
operation of relays placed before and after the indicated sensors. Now on the basis of location 
of current sensors location of fault is identified. After the isolation of faulty area, the power to 
the load is supplied from an alternate path available in the interconnected network. After the 
maintenance of faulty area, original path of the system is restored. 

In case of short circuit fault at load side, the load will be disconnected permanently from 
the system. And a message is generated for the user indicating the occurrence of fault. The 
power of the load is restored after the elimination of fault from the load by the user.  

B. Overloading Fault
In case of overloading fault, the sensor connected before the connected load will indicate

an increased magnitude of current from its nominal value. Relay of the faulty load operates 
and disconnects the load from the system. After a short interval of time relay operates and try 
to reconnect the load to the system. The control unit will try for three times after equal intervals 
to reconnect the load to the system. If the fault is temporary the load is connected to the system. 
But in case of permanent fault the load is disconnected form the system permanently. And a 
message is generated for the user indicating the occurrence of fault. The power of the load is 
restored after the elimination of fault from the load by the user. 

C. Under Voltage Fault
In case of under voltage fault, the designed voltmeter will indicate a decrease in the magnitude 
of voltage at sending end. If the voltages are less than 3% of the nominal voltages, alarm is 
generated indicating premature under voltage fault. If the voltages are less than 5% of the 
nominal voltage, main relay will operate and disconnect the system from power supply. As soon 
as the voltages regain their nominal value, the system is connected to the power supply 
automatically. 

D. Over Voltage Fault
In case of over voltage fault, the designed voltmeter will indicate an increase in the magnitude 
of voltage at sending end. If the voltages are greater than 3% of the nominal voltages, alarm is 
generated indicating premature over voltage fault. If the voltages are greater than 5% of the 
nominal voltage, main relay will operate and disconnect the system from power supply. As soon 
as the voltages regain their nominal value, the system is connected to the power supply 
automatically. 

VI. FUTURE WORK
Following are the recommendation for the future work and improvement of this project for 

implementation for a larger network. 

• Transmission system.

• Micro Grids and DG’s

• Real-time monitoring
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• Electrical theft control

• Prediction of power demand

A. Transmission System
The proposed scheme can be implemented on transmission system for its protection.

B. Micro Grids and DG’s
Feature of micro grids can be added to proposed scheme. By addition of micro grids, in

case of fault or complete blackout power to the system can be supplied from the micro grids 
and DG’s. This will reduce the load on the feeder used as an alternative path for backup supply. 

C. Real-time Monitoring
Using the real-time data from the sensors, power flows in the system can be monitored.

The proper working of the system can be insured by comparing the real-time power flows to 
the nominal power flows. 

D. Electrical Theft
Using the real-time data electrical theft can be controlled by monitoring and identifying

the extra power flow in the system which is not allocated and consumed by registered users. 

E. Prediction of Power Demand
Using the data gathered from real-time monitoring future power demand can be predicted,

to take necessary measure to meet the future demand. Data can be used for scheduling and 
coordination of different generating stations. 

VII. CONCLUSION
A working hardware of smart protection scheme for existing distribution system was 

successfully designed using microcontrollers. All the objectives of the project were achieved 
with an additional feature of live data acquisition. Fault was identified, located and isolated 
from the healthy system successfully within 5 to 8 seconds after the occurrence of fault. A 
backup path was also provided successfully to keep the consumer provided with power supply 
24/7 with a minimal interruption due to the occurrence of fault. All types of faults were 
simulated and successfully tested on the designed hardware. With the help of live data 
acquisition 24/7 monitoring of the load is also done. 
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Abstract 

Single phase transformers have great importance in daily life due to its wide range of 
usage in almost every sector. Two transformer design objectives are ameliorating the 
performance of transformer and mitigating overall cost. Using suitable materials for loss 
reduction can help to improve transformer efficiency. Materials with good magnetic 
properties can significantly enhance the performance of the transformer. This paper 
compares the performance analysis of single phase transformer with steel core material and 
ferrite core material. This analysis is made for step down 6600/440V and step up 440/6600V 
transformers at no load with 50Hz frequency. The single phase transformer is designed in 
solid-work and 3-D finite element analysis (FEA) is done in JMAG. This electromagnetic 
analysis helps to optimize the design of the transformer by implementing different 
techniques. In this paper, analysis is made for step down and step up transformer voltages, 
flux linkages, magnetic field strength, magnetic flux distribution, core losses and hysteresis 
losses. FEA shows that ferrite core has good magnetic properties and less losses as compared 
to steel core. In step up transformer operation, ferrite core shows magnetic saturation which 
exhibits fractionally more losses as compared to normal core operation. 

Index Terms 

Single phase transformer, Steel core; Ferrite core, 3-D Finite element analysis (FEA), 
Electromagnetic analysis, Transformer, Core Materials 

I. INTRODUCTION

Single and three phase transformers have great importance in daily life. These transformers 
are being used every single day to provide us desired power supply. Traditional three phase 
distribution transformers use delta star configuration that creates harmonics in primary delta 
side. Ultimately it introduces the losses and mitigate the performance of transformer. By 
adopting star- star configuration, this harmonics power recovery can be retrieved [1]. 

Ferrite core transformers are a popular type of electrical transformers that employ ferrite cores. 
These cores are composed of a mixture of iron and other metal oxides. They possess 
exceptional magnetic properties and offer efficient performance, making them widely utilized 
in various electronic devices and power systems. The high permeability and low electrical 
conductivity of ferrite cores make them ideal for applications that require effective magnetic 
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coupling while minimizing energy losses. The core material consists of small magnetic 
domains that easily align with an applied magnetic field, allowing ferrite core transformers to 
efficiently transfer electrical energy between different circuits. 
One notable advantage of ferrite core transformers is their capability to operate at high 
frequencies. Unlike traditional transformers that employ laminated iron cores, ferrite cores 
exhibit lower eddy current losses and reduced core losses. Consequently, they can handle 
higher frequencies without significant energy dissipation. This characteristic renders ferrite 
core transformers suitable for use in switch-mode power supplies, telecommunications 
equipment, computer peripherals, and other electronic devices operating at high frequencies. 
In paper [2] authors designed a transformer with combination of high voltage 5kV, high 
frequency 5kHz with small size, cheap and least losses for high frequencies. It has high 
resistivity, high magnetic permeability, low eddy current loss and high frequency.  
In paper [3] authors utilize Solid-works software to perform electromagnetic analysis, 
specifically using the Electro Magnetics Simulation (EMS) module. The analysis considers 
normal working conditions and a frequency of 50Hz. Various parameters, including current 
density, field intensity, and loss density, are examined. The simulation results demonstrate a 
close correspondence with the theoretical values. This analysis enables the achievement of an 
optimized transformer design. 
In paper [4]-[5] authors aim to design and optimize a nanocrystalline core transformer capable 
of efficiently handling high power densities and operating at high frequencies. It focuses on 
the necessity of transformers that can handle high power and operate at high frequencies, 
specifically in resonant converters. These converters have become increasingly important in 
various power electronic applications, such as renewable energy systems and electric vehicles. 
It highlights the limitations of existing estimation methods and emphasizes the necessity for a 
new approach. The proposed evaluation method offers a promising solution by providing a 
more accurate and practical way to determine transformer volume, leading to potential 
improvements in design optimization and efficiency. 
In paper [6]-[7] author aims to enhance the characteristics of Mn-Zn ferrites in order to 
improve the performance of transformer cores in forward mode switching power supplies. The 
authors undertake experiments and analysis to examine the magnetic properties, permeability, 
core loss, and other relevant parameters of the developed ferrites. It underscores the necessity 
for materials that can offer high permeability and low core loss to optimize the efficiency and 
reliability of these power supplies. 

This paper investigates the performance analysis of single phase transformer with step up and 
step down voltage using ferrite core and steel core. This 3-D Finite element analysis (FEA) 
includes the magnetic field strength, magnetic flux distribution, step up and step down voltages 
graph, flux linkages of coils, core losses and hysteresis losses in single phase transformer. The 
transformer is designed in solidwork and FEA analysis is made in JMAG. This paper has 
following sections. The transformer design is explained in section II. Section III describes the 
Simulations results obtained from finite element analysis. Section IV concludes the 
conclusion. 
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VIII. DESIGN OF SINGLE PHASE TRANSFORMER
Single phase transformer design rating is 440/6600V for step up transformer and 6600/440 

V for step down transformer. The performance analysis is made for both step up and step 
down transformer using steel core and ferrite core. Transformer core parameters are shown 
in table 1[3]. Coil specifications for step up and step down transformers are mentioned in 
table 2 and table 3 respectively. Table 2 is providing information for step down transformer. 
Number of turns for primary coils are 1790 and number of turns for secondary coils are 120. 
Voltage excitation for step down transformer is 440V on primary winding. Table 3 is 
providing information for step up transformer. Number of turns for primary coils are 120 and 
number of turns for secondary coils are 1790. Voltage excitation for step up transformer is 
6600V on primary winding. 

D. Modeling of transformer
Performance analysis is made for steel core 35JN201 and ferrite core material while copper

material is selected for coils. Limb of transformer core is made rectangular and the coils space 
from core is 1mm. Primary and secondary windings are made rectangular as the limb of core. 
Transformer width and height are equals is dimension. Core dimensions are mentioned in Fig 
1(a). 

Transformer parts, core and coils are made using solidwork software and model is finalized 
after assembling each part in sloid work. Then model is imported to JMAG to analyze the 
performance of transformer using steel and ferrite core material. Performance analysis is done 
using 3D finite element analysis (FEA) with the help of JMAG. Induced EMF in Primary and 
secondary winding is following, 

    𝐸𝐸1 = 4.44𝑓𝑓𝑁𝑁1𝜑𝜑𝑚𝑚 = 4.44𝑓𝑓𝑁𝑁1𝐵𝐵𝑚𝑚𝐴𝐴     𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤   (1) 
 𝐸𝐸2 = 4.44𝑓𝑓𝑁𝑁2𝜑𝜑𝑚𝑚 = 4.44𝑓𝑓𝑁𝑁2𝐵𝐵𝑚𝑚𝐴𝐴     𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤           (2) 

Where 𝐸𝐸1 and 𝐸𝐸2 are denoting induced EMF in primary and secondary winding, 𝑁𝑁1and 
𝑁𝑁2 shows number of turns for primary and secondary winding, 𝜑𝜑𝑚𝑚 shows maximum flux in 
core, 𝐵𝐵𝑚𝑚 denotes maximum flux density, f is frequency and 𝐴𝐴 is area. Hysteresis loss is due 
to magnetization and demagnetization of transformer core is following 

 𝑊𝑊ℎ = 𝜂𝜂𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚
1.6 𝑓𝑓𝑓𝑓  (3) 

Where 𝑊𝑊ℎ is denoting hysteresis loss, 𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 shows maximum magnetic flux, 𝜂𝜂 shows 
hysteresis coefficient, 𝑓𝑓 shows frequency and 𝑉𝑉 is denoting the volume of core. 

TABLE 1: Design Parameters of Single Phase Transformer

Items Value 
Transformer Cores Steel 35JN210 and Ferrite Mn-Zn PC90 

Limb of core Rectangular 
Height of transformer (H) 560mm 
Width of transformer (W) 560mm 

Core upper and lower height (H
Y
) 142.74mm 

Core inner space width (W
W

) 242.5mm 

Core inner space height (H
W

) 274.2mm 

Core depth 100mm 
Coil width 25mm 
Coil height 272mm 

Coil total length 152mm 
Coil inner space from core 1mm 
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TABLE 2: Coil Specifications in step down Transformer 

TABLE 3: Coil Specifications in step up Transformer 

Fig. 1(b) shows the single phase transformer that is designed in solid-work. Core upper 
and lower yoke and two limbs have same dimensions so total volume is 4. Overall volume is 
8 because primary and secondary windings are also distributed on core limbs. Air medium is 
kept between the core and primary winding, and between the core and secondary winding. 

(a)  (b) 

Fig. 1: (a) Core dimensions for Transformer, (b) Design of Single Phase 
Transformer 

Simulation is performed using solid-work that includes core and coils of transformer then 
model is imported to the JMAG software while materials are assigned to the each part using 
JMAG software. In order to evaluate the performance of transformer separately, two types of 
materials steel core and ferrite core materials are used separately. First transformer analysis 
is performed using steel core with step up and step down voltage. Second transformer analysis 
is performed using ferrite core with step up and step down voltage. These all analysis are no 
load analysis. 

Fig. 2 shows the meshed design of single phase transformer. Meshed is performed in 
JMAG in order to get precise results. By parts mesh is applied on each part of the transformer 
keeping the constant size element of 10mm. 

Items Value 
Primary coil turns 1790 

Secondary coil turns 120 
Frequency 50Hz 

Primary coil excitation 6600v 

Items Value 
Primary coil turns 120 

Secondary coil turns 1790 
Frequency 50Hz 

Primary coil excitation 440v 
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Fig. 2: Meshed design of Single Phase Transformer 

IX. 3-D FEA ANALYSIS
Transformer performance is analyzed using 3-D finite element method with the help of 

JMAG software to obtain precise results. The comparative analysis is made between single 
phase transformer with steel core material and single phase transformer for ferrite core 
material. Both analysis are performed for step up and step down transformer at no load. This 
simulation is made for 6600/440V and 440/6600V transformer. This analysis of transformer 
is made at 50Hz frequency.  

Fig. 3(a) shows the flux linkage for primary and secondary coils for step down transformer 
that is using steel core. Primary coil flux linkage is 41.03Wb while secondary coil flux 
linkage is 2.63Wb. Fig. 3(b) shows the secondary side desired voltage 440V. This voltage is 
stepped down from 6600V to 440V. 

(a)  (b) 

Fig. 3: (a) Flux linkage for step down transformer using steel core, (b) Step down 
voltage for single phase transformer using steel core 

Fig. 4(a) shows the flux linkage for primary and secondary coils for step down transformer 
using ferrite core. Primary coil flux linkage is 38.3Wb while secondary coil flux linkage is 
1.02Wb. Fig. 4(b) shows the secondary side desired voltage 440V. This voltage is stepped 
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down from 6600V to 440V. 

(a)  (b) 

Fig. 4: (a) Flux linkage for step down transformer using ferrite core, (b) Step down 
voltage for single phase transformer using ferrite core 

Fig. 5(a) shows the flux linkage for primary and secondary coils for step up transformer 
that is using steel core. Primary coil flux linkage is 2.59Wb while secondary coil flux linkage 
is 37.6Wb. Fig. 5(b) shows the secondary side desired voltage 6600V. This voltage is stepped 
up from 440V to 6600V. 

(a)  (b) 

Fig. 5: (a) Flux linkage for step up transformer using steel core, (b) Step up 
voltage for single phase transformer using steel core 

Fig. 6(a) shows the flux linkage for primary and secondary coils for step up transformer 
that is using ferrite core. Primary coil flux linkage is 1.33Wb while secondary coil flux 
linkage is 14.15Wb. Fig. 6(b) shows the secondary side desired voltage 6600V. This voltage 
is stepped up from 440V to 6600V. 
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(a)  (b) 

Fig. 6: (a) Flux linkage for step up transformer using ferrite core, (b) Step up 
voltage for single phase transformer using ferrite core 

Fig. 7(a) shows the magnetic field strength of the step down transformer with steel core. 
Its maximum values ranges from 0.0610 to 31032.2 A/m. Its minimum values ranges from 
0.063 to 127.2 A/m. Contour plot of magnetic flux density using steel core is shown in Fig. 
7(b). Its minimum values ranges from 8.6e-01 T to 5.6e-07 T. Its maximum values ranges from 
5.8e-05 T to 1.943 T. Fig 7(c). Shows the vector plot of magnetic flux density using steel core 
material. 

 (a) 

(b)
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 (c) 

Fig. 7: (a) Magnetic Field strength using Steel Core with step down voltage, (b) 
Magnetic Flux density Contour plot using Steel Core with step down voltage, (c) 

Magnetic Flux density Vector plot using Steel Core with step down voltage 

Fig. 8 (a) shows the magnetic field strength of the step up transformer with steel core. Its 
maximum values ranges from 0.0730 to 18585 A/m. Its minimum values ranges from 0.0042 
to 83.3 A/m. Contour plot of magnetic flux density using steel core is shown in Fig. 8 (b). Its 
minimum values ranges from 9.3e-01 T to 5.9e-07 T. Its maximum values ranges from 2.78e-05 
T to 1.8917 T. Fig. 8(c). Shows the vector plot of magnetic flux density using steel core 
material. 

 (a) 

(b)
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 (c) 

 Fig. 8: (a) Magnetic Field strength using Steel Core with step up voltage, (b) 
Magnetic Flux density Contour plot using Steel Core with step up voltage, (c) 

Magnetic Flux density Vector plot using Steel Core with step up voltage 

Fig. 9(a) shows the magnetic field strength of the step up transformer with ferrite core. Its 
maximum values ranges from 0.2570 to 260944 A/m. Its minimum values ranges from 
0.0021 to 42.6 A/m. Contour plot of magnetic flux density using steel core is shown in Fig. 
9(b). Its minimum values ranges from 2.23e-02 T to 7.26e-07 T. Its maximum values ranges 
from 0.0003 T to 0.8582 T. Fig. 9(c) shows the vector plot of magnetic flux density using 
ferrite core material. 

 (a) 

(b)
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 (c) 

Fig. 9: (a) Magnetic Field strength using Ferrite Core with step up voltage, (b) 
Magnetic Flux density Contour plot using Ferrite Core with step up voltage, (c) 

Magnetic Flux density Vector plot using Ferrite Core with step up voltage 

Fig. 10(a) shows the magnetic field strength of the step up transformer with ferrite core. 
Its maximum values ranges from 1.7979 to 675923 A/m. Its minimum values ranges from 
0.0027 to 54.9 A/m. Contour plot of magnetic flux density using steel core is shown in Fig. 
10(b). Its minimum values ranges from 9.95e-02 T to 1.74e-07 T. Its maximum values ranges 
from 0.0005 T to 5.9850 T. Fig 10(c). shows the vector plot of magnetic flux density using 
ferrite core material. 

 (a) 

(b)
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 (c) 

Fig. 10: (a) Magnetic Field strength using Ferrite Core with step down voltage, (b) 
Magnetic Flux density Contour plot using Ferrite Core with step down voltage, (c) 

Magnetic Flux density Vector plot using Ferrite Core with step down voltage 

Transformer performance can be increased by mitigating the losses of transformer i.e core 
loss, and hysteresis loss. These losses can be mitigated by opting good materials for 
transformer that has good magnetic properties and less losses. Losses depends upon magnetic 
properties of materials. The loss analysis is made for steel core transformer and ferrite core 
transformer. Fig. 11(a) shows the core loss of transformer for step up voltage at 50Hz. This 
loss study of the transformer shows that the steel core has loss of 90.76W while ferrite core 
has loss of 40.63W. Fig. 11(b) shows the core loss of transformer for step down voltage at 
50Hz. This loss study of the transformer shows that the steel core has loss of 91.7W while 
ferrite core has loss of 30.18W. The core loss is significantly mitigated with the help of ferrite 
core material. It means ferrite core material has less core losses as compared to steel core 
material. So transformer utilizing ferrite core can ameliorate the performance of transformer 
by mitigating core losses. 

(a)  (b) 

Fig. 11: (a) Loss analysis using Steel and Ferrite core for step up Transformer, (b) Loss 
analysis using Steel and Ferrite core for step down Transformer 

It is necessary to mitigate hysteresis loss in transformer as well in order to increase the 
performance of transformer. If the core of transformer gets easily magnetized and 
demagnetized then no extra energy is needed and transformer performance improves. When 
core material exhibits magnetic saturation it produces hysteresis losses because core has 
reached its maximum point. Fig. 12(a) shows the hysteresis loss of transformer for step down 
voltage at 50Hz. This loss study of the transformer shows that the steel core has loss of 
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40.99W while ferrite core has loss of 30.17W. Fig. 12(b) shows the hysteresis loss of 
transformer for step up voltage at 50Hz. This loss study of the transformer shows that the 
steel core has loss of 39.12W while ferrite core has loss of 40.62W. In step up transformer, 
hysteresis losses are almost equal because ferrite core has reached to its saturation level that 
produced a little more losses in ferrite core in step up transformer while hysteresis losses are 
less in step down transformer using ferrite core because transformer obtained its required 
voltage before reaching its saturation level. 

(a)  (b) 

Fig. 12: (a) Hysteresis loss analysis using Steel and Ferrite core for step down 
Transformer, (b) Hysteresis loss analysis using Steel and Ferrite core for step up 

Transformer 
Fig. 11(a) and Fig. 11(b) shows the losses for the step up and step down transformer using 

the ferrite and steel core. When we step down the voltage in limits of the flux density and 
magnetic field curve, then it attains the desired voltage level without heating up the core or 
without going into saturation zone as happened using steel core. The different flux density 
and magnetic field curves are utilized in the research paper for steel core and ferrite core that 
decides the some part of the losses in the transformer. The flux density and magnetic field 
curve for the ferrite core is small as compared to the steel core curve. Optimized results are 
obtained with this small flux density and magnetic field curve utilizing ferrite core as 
compared to the large flux density and magnetic field curve with steel core. When we step 
up the voltage then the ferrite core shows a little bit saturation because of the high output 
voltage inside the small flux density and magnetic field curve, but still this loss is small as 
compared to the steel core. Table 4 shows the comparative loss analysis of the single phase 
transformer with steel and ferrite core. 

TABLE 4: Loss Analysis of the Single Phase Transformer with Steel and Ferrite Core

Items 

Steel Core Loss 
Steel Core Hysteresis Loss 

Ferrite Core Loss 
Ferrite Core Hysteresis Loss 

Units 

W 
W 
W 
W 

Single phase step up 
transformer 

90.76 
39.12 
40.63 
40.62 

Single phase step down 
transformer 

91.7 
40.99 
30.18 
30.17 
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X. CONCLUSIONS
Single phase and three phase transformers have huge applications in electrical and 

electronics industry. In order to get precise design and manufacturing of the transformer, it 
is mandatory to get knowledgeable about working and performance of the transformer. In 
this paper, single phase transformer is designed with step down voltage 6600/440 V and step 
up voltage 440/6600 V using steel and ferrite core separately. The performance analysis of 
the single phase transformer is made between the steel core transformer and the ferrite core 
transformer. Magnetic field density, magnetic field strength, flux linkages, core losses and 
hysteresis losses are analysed. This analysis shows that the single phase transformer with the 
ferrite core has better flux density and less losses as compared to the steel core. The 
transformer core attains saturation level in step up transformer using ferrite core due to which 
core exhibits a little more losses as compared to the normal core operation. Ferrite core attains 
saturation level due to the small flux density and magnetic field curve. This analysis assists 
in designing optimal model of the transformer. 
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Abstract 

Synchronous Reluctance Machines (SynRM) are one of the popular choices among PM-free electric 
machines for traction applications. Centrifugal forces and stress acting on rotor of electric machine are 
crucial. This paper presents calculations of centrifugal forces and mechanical stress on SynRM rotor 
using Finite Element Analysis (FEA). Electric motors used for traction applications have different speed 
range for different application. So, 2D FEA is performed for a speed range of 5000 RPMs to 20000 
RPMs using JMAG and results are compared to see the principal stress and displacement at different 
operating speeds of SynRM rotor. 

Index Terms 

Synchronous Reluctance Machine, Centrifugal Force, Principal Stress, PM free machine, 

I. INTRODUCTION
Use of electric machines in traction application is becoming increasingly popular for several 
reasons including the combination of environmental concerns, cost savings, technological 
advancements, and consumer demand. These factors have contributed to the increasing 
popularity of electric vehicles in recent times. 
Rare-Earth magnets are being used to develop high power density permanent magnet (PM) 
electric machines for traction. The growing adoption of electric and hybrid vehicles, as well as 
the increasing use of rail powertrains and wind generators, has brought to light the scarcity and 
price fluctuations of high-energy permanent magnets, figure 1 shows the trend of prices. The 
higher demand for these magnets is driven by their crucial role in powering these technologies, 
leading to supply challenges and significant price volatility. [1] 
To cater these issues, R&D efforts are being made to develop PM free electric motors for 
traction. Synchronous Reluctance machines are among the best candidates for the purpose. 
Synchronous reluctance machines are electric motors that use the principal of reluctance torque 
to generate rotational motion. One advantage of SynRMs over PMSMs is their simplicity and 
lower cost. SynRMs do not require permanent magnets, which can be expensive and difficult to 

107



source, and can be made using simpler manufacturing processes. This makes SynRMs a more 
cost-effective option, particularly for high-volume applications. 
        Additionally, SynRMs do not suffer from demagnetization or magnetic saturation, which 
can limit the performance of PMSMs. SynRMs are also more tolerant of high temperatures and 
can operate at higher temperatures than PMSMs. Overall, the simplicity, efficiency, and cost-
effectiveness of SynRMs make them a popular choice for a wide range of industrial and 
automotive applications. 

Fig. 1. Rare-Earth Magnet Price Trend 2020-2022 (Source: Magnosphere) 

 Unlike other types of synchronous machines, an SynRM does not have windings on the rotor. 
The rotor is made up of a stack of laminated iron cores with salient poles, but it does not have 
any windings or permanent magnets. The rotor is typically designed with a simple and robust 
structure to ensure efficient flux linkage with the stator magnetic field. The absence of windings 
on the rotor is one of the distinguishing features of an SynRM, which differentiates it from other 
synchronous machine designs. Based on rotor geometry topologies, SynRMs are mainly 
classified in three types, which are Salient pole rotor, Axially Laminated Anisotropic (ALA) 
rotor and Transversally Laminated Anisotropic (TLA) rotor (shown in figure 2). 

The salient pole rotor as the first possibility is made by removing some iron material from each 
rotor in the transversal region. In the axially laminated Anisotropic-ALA rotor, which is the 
second type of SynRM, the laminations (iron) are suitably shaped at each pole and insulated 
from each other using electrically and magnetically passive materials (insulation) and the 
resulting stacks are connected through pole holders to the central region to which the shaft is 
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connected. In the third type of rotor the laminations are punched in the traditional way. Thin 
ribs are left when punching, thus the various rotor segments are connected to each other by these 
ribs. 
The TLA (Transverse Laminated Anisotropic) structure is more suitable for industrial 
manufacturing. This is because the rotor lamination can be punched as a single unit, just like in 
other conventional machines. On the other hand, the ALA rotor structure is theoretically 
attractive because it resembles an ideal "distributed anisotropic structure." However, it may be 
more challenging to manufacture compared to the TLA structure. However, ALA rotor SynRM 
has been developed and found one of competent option for power trains as they keep Ld/Lq 
ratio higher than 1/10 even at increasing speed [3]. Hence its very important to do a 
comprehensive electromagnetic and mechanical structure analysis of SynRMs. The paper [4] 
presents structural and electromagnetic study of synchronous reluctance machine. Comparative 
analysis shows that synchronous reluctance machine is cost effective solution as compared to 
induction motor and switched reluctance motor in PM free electric traction system. The authors 
also considered stress on motor because of inertial load. This study investigates the impact of 
stator yoke and tooth tip width on the average torque value and torque ripple in a machine. The 
findings suggest that increasing the yoke width enhances the torque values obtained in the 
machine, although it results in a less favourable torque/volume ratio. On the other hand, the 
influence of tooth tip width is found to be less significant, with larger slot openings leading to 
higher torque ripples. Additionally, the study examines the widths of the rotor ribs and bridge, 
revealing that very thin ribs and bridge yield the highest average torque values but come at the 
cost of increased torque ripple values. As compared to traditional air-filled flux barrier, authors 
introduced aluminium beam and resin filled barrier. The analysis shows that aluminium insert 
barrier can achieve high speed up to 12000rpm without increasing stress while resin and air-
filled barrier can achieve speed only up to 8000rpm. 
The paper [5] presents the electromechanical and electromagnetic analysis of synchronous 
reluctance rotor. The machine consists of four poles rotor and stator with single tooth coils. The 
analysis shows that electromagnetic performance will be disturbed by enhancing tangential and 
radial rib width. The tangential rib has huge impact on the performance of rotor design. The 
radial rib is primary portion of flux barrier. Under steady state operation, radial rib has huge 
impact on increasing minimum safety factor for mechanical integrity while tangential rib has 
less importance in structural integrity. This prototype machine can obtain 25% over speed 
mechanical integrity. Usually, synchronous reluctance machine has maximum four poles 
because beyond these poles, it can have negative impacts on machine performance. 
In paper [6] authors suggest a synchronous reluctance rotor by automatic design of multi layers 
using objective GA optimization and FEA. This motor can be modelled in less width and have 
number of degrees of freedom for rotors. From all of these degrees, two number of rotor degrees 
are favourable. According to FEA, these two opted degrees have same potential. These degrees 
have comparable torque and less torque ripples. 
The paper [7] suggests cogging torque and torque ripples mitigating technique for Permanent 
Magnet synchronous reluctance machine (PMSynRM). For this purpose, authors proposed 
stator auxiliary groove and combining magnet pole migration. The authors used Taguchi method 
to optimize the proposed structure by considering width, depth, position, number, and shape of 
auxiliary slot. This proposed model significantly mitigate the cogging torque and torque ripples 
without disturbing electromagnetic properties of the machine, so it proves the reliability of the 
machine. 
In paper [8] authors present high speed synchronous reluctance motor for traction applications. 
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Traditional synchronous reluctance motors use radial ribs to enhance the mechanical robustness, 
but it also degrades the performance of the motor as shown in fig. 1. The authors suggest 
multiple positions for structural ribs by optimizing position, sizing, and amount. For this 
purpose, the topology optimization is used for proper information to optimize the rotor he 
structures. The suggested technique provides the high speed with strong mechanical robustness 
and no extra cost is required for this purpose except geometry. 
The paper [9] presents synchronous reluctance motors for hybrid electric vehicles. The authors 
improved the rotor design by presenting angle of flux barrier to mitigate the torque ripples. The 
torque is maximized by using current vector control  
method. Multiple rotor configurations with good electromagnetic performance optimize the 
overall system. 
In paper [10] authors suggest synchronous reluctance motor for high-speed applications. The 
authors analysed the results of the rotor without ribs and analysis show that motor have good 
electromagnetic properties without ribs. But motor cannot be used for high-speed applications 
due to stress caused by centrifugal force. Presence of ribs in rotor improve the mechanical 
robustness in motor. So, it can be used for high speed applications. 
The paper [11] presents analytical model of synchronous reluctance machine with Zhukovski 
barrier based on pattern of flux lines in rotor. The authors analyzed the accuracy of motor output 
torque and air gap flux density distribution using linear analytical technique and linear FEA 
model. Both techniques results have accordance. The authors suggested that by using linear 
analytical technique, average output torque and air gap flux distribution results can be obtained 
faster than the expensive numerical computation technique. 
In paper [12] authors suggest ferrite permanent magnet synchronous reluctance machine due to 
high cost and unavailability of rare earth magnets, however machine has good performance with 
rare earth magnet. The authors analyzed the results considering mechanical strength and 
irreversible demagnetization. The results obtained using ferrite magnet in synchronous 
reluctance machine are favorable. 
The paper [13] presents high cold rolled grain oriented electrical steel due to high quality 
magnetic property for transverse laminated rotor. It is used for high compactness, high torque 
density and high efficiency in synchronous reluctance motor. This segmented rotor exhibits 
lower induction in q axis and high induction in d axis. It ameliorates the saliency ratio of 
synchronous reluctance machine. Furthermore, torque ripples are minimized proposing rotor 
geometry design by rotor and stator slot pitch angles. 
In paper [14] authors present synchronous reluctance motor with 4 pole 6 slot fractional slot 
non- overlapping concentrated winding. Due to coils bobbin winding, coils high fill factor with 
short end windings and segmented stator, motor has high efficiency and high torque density. 
The empirical data matches with accuracy for magnetization curve of d-q axis flux linkages and 
d-q axis inductance. The paper [15] presents ultra-high speed synchronous reluctance rotor that
uses soft magnetic flux guides with two pole rotor. Authors built two prototype motor with
output rating of 1.8kw and 100kw. Both motors results are verified using 2D and 3D analysis.
These designs were able to produce required torque and mechanical stability against centrifugal
force.
As there is different speed range of SynRM for different applications, the calculations of
centrifugal forces and consequent stress on the SynRM rotor is crucial. This paper presents
calculations centrifugal forces and consequent stresses on the SynRM rotor from 5000 RPM to
20000 RPM speed, which is the typical speed range of electric motors in modern day traction
applications.
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II. DESIGN DETAILS
Basic design details of the motor are given in following sections. 

A. Basic dimensions and Parameters
4 pole 24 slots three phase SynRM is used for this research. Basic dimensions and

parameters are given in Table 1 

TABLE I: Table Example 
Items Value 

Stator Outer Diameter 150 mm 

Stator Inner Diameter 80 mm 

Rotor Outer Diameter 78 mm 

Rotor Inner Diameter 25 mm 

Airgap 1 mm 

No. of Pole Pairs     2 

No. of Stator Slots          24 

No. of Slots per pole per Phase   2 

B. Back EMF and Torque
The torque equation used for calculating torque in a synchronous reluctance machine

(SynRM) depends on the specific design and configuration of the machine. However, the 
most used torque equation for an SynRM is based on the principle of reluctance torque. The 
reluctance torque equation for an SynRM is given by equation (1): 

𝑇𝑇𝑇𝑇 = (𝐿𝐿𝐿𝐿 − 𝐿𝐿𝐿𝐿) 𝐼𝐼𝐼𝐼 (1) 

Where: 
Tr is the reluctance torque, Nm. 
Ld is the d-axis inductance, 
Lq is the q-axis inductance, 
Id is the d-axis current, 
Iq is the q-axis current, 
Pn is pole logarithm, 

In a reluctance torque, the average value is larger when the difference between the d-axis 
inductance and q-axis inductance is large, and the ripple decreases as the change in 
difference is small. When there is increase in the difference between the d-axis and q-axis 
inductance, resulting in a higher average torque. 
In a synchronous reluctance machine (SynRM), the other thing that is very important is to 
consider back electromotive force (EMF). EMF refers to the voltage generated in the stator 
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windings due to the relative motion between the rotor and the stator magnetic field. The 
back EMF opposes the applied voltage and is responsible for limiting the current flowing 
through the machine. 
The calculation of the back EMF in an SynRM involves considering the rate of change of 
the magnetic flux linkage in the stator windings. The back EMF can be determined using 
equation (2): 

𝐸𝐸𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = − 𝑑𝑑(𝛹𝛹𝛹𝛹)
𝑑𝑑𝑑𝑑

  (2) 

Where: 
E-back is the back EMF,
And 𝑑𝑑(𝛹𝛹𝛹𝛹)

𝑑𝑑𝑑𝑑
 represents the rate of change of stator flux linkage with respect to time, 

The back EMF in an SynRM helps limit the current, regulates the torque-speed 
characteristics, improves motor efficiency, and provides valuable feedback for motor 
control. 

III. MECHANICAL ASPECTS
Basic design details of the motor are given in following sections. 

A. Centrifugal Force
Prime cause of mechanical stress on rotor is due to Centrifugal force (Fc). It is of great

importance to calculate and manage centrifugal force of the rotor specially in heavy weight 
and high-speed machines because the Fc is directly proportional to the mass of the rotor as 
well as to the square of the rotating speed. Design equation for calculating Fc acting on rotor 
is given in Equation (3) 

𝐹𝐹𝑐𝑐 = 𝑚𝑚. 𝑟𝑟. 𝑤𝑤2  (3) 

Where: 
m indicates the mass of the rotor (kg), 
r is the radius of rotor, 
ω is the angular velocity (rad/s). 

B. Torque and Tangential stress on Rotor
Torque in terms of Maxwell's tension can be calculated by equation (4)[16]-[18]. Where

𝐵𝐵𝑛𝑛 is the normal flux density and 𝐵𝐵𝑡𝑡  is the tangential flux density. µo represents the air 
permeability. 

𝑇𝑇𝑡𝑡 = ∮ 𝑟𝑟𝐵𝐵𝑛𝑛𝐵𝐵𝑡𝑡 𝑑𝑑𝑑𝑑 (4)
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IV. FINITE ELEMENT ANALYSIS

Finite Element Analysis (FEA) for the calculations of mechanical stress is performed at 
different rpms of rotor from 5000 to 20000 rpm for every 5000-rpm difference. 

Electrical steel is used as back iron and copper is used for winding. Material details and 
properties are given in table 2. 

Table 2. Materials and properties 

2D FEA of 4 pole 24 slots SynRM is performed. Outer diameter of machine is 150 mm. 
Thickness of the laminations is chosen to be 0.35mm. Dimensions and parameters of geometry 
are given in Table.1. Geometry of machine is shown in Figure 3a and Mesh is shown in Figure 
3b. 

(a)  (b) 

Results of Principal stress on rotor structure are given in Figure 4. Fig. 4(a) shows the principal 
stress on the rotor at 5000 rpms. Its maximum value is 0.0654 MPa. Fig. 4(b). shows the 
principal stress on the rotor rotating at 10000 rpms with the maximum value of Principal stress 
0.2616 MPa. Fig 4(c). shows the principal stress on the rotor rotating at 15000 rpms with the 
maximum value of Principal stress 0.5887 MPa. Fig 4(d). shows the principal stress on the 
rotor rotating at 15000 rpms with the maximum value of Principal stress 01.0466 MPa. 

Description Back-Iron Copper 

Density [g/cm3] 5.132 8.96 

Young’s Modulus [MPa] 210000 130000 

Poisson’s Ratio 0.3 0.343 
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Fig. 4. (a) Principal stress on the rotor at 5000 rpms, (b) Principal stress on the rotor at 10000 
rpms, (c) Principal stress on the rotor at 15000 rpms, (d) Principal stress on the rotor at 20000 
rpms 

Principal stress caused by centrifugal force is analysed using finite element analysis. FEA 
shows that with the increase in rotational speed, the principal stress increases exponentially. 
Maximum principal stress of rotor with 5000 rpm, 10000 rpm, 15000 rpm and 20000 rpm are 
0.0654 MPa, 0.2616 MPa, 0.5887 MPa and 1.0466 MPa, respectively. Figure 5 shows the 
graph between peak principal stress and different rpm speeds. This graph verifies the 
exponential increase in peak principal stress with the increase in rotational speed. 
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Fig.5: Graph of Speed in rpm and Max. Principal stress 
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Abstract 

Forecasting analysis is a very useful tool for improving the services of power systems. In the 
modern context of renewable energy communities, efficient forecasting algorithms are crucial for 
the maximization of the shared energy and financial incentives. This paper develops a univariate 
probabilistic forecasting method based on quantile regression model and applies it to the power 
absorbed by a public building, whose data are collected in a private database. After a brief overview 
of the basic steps of a forecasting analysis, the considered forecast method is described; then the 
results of day-ahead forecast applied on 200 kW rated power public building are reported. The 
accuracy of the method is evaluated through the pinball loss index which shows great accuracy: the 
maximum error index is equal to 4 kW and it is related to forecasted hours distant to the origin time 
of the forecast. This research activity was supported by Regione Lazio under the project ComER 
(”Methods and tools for managing renewable energy communities”). 

Index Terms 

probabilistic forecast, quantile regression model, renewable energy communities. 

I. INTRODUCTION

In the modern energy scenario, the distributed energy resources (e.g. distributed re- newable 
generators, battery energy storage systems, and controllable loads) are widely spread 
throughout the grid, especially on the low voltage distribution network. Although these 
resources provide economical and environmental benefits, they affect the network operation. 
To cope with these issues the European energy policies have introduced the renewable energy 
communities (RECs). 
RECs are defined as user associations that aim to produce energy from renewable sources and 
consume and share it within the members belonging to the community. From a technical 
prespective, RECs enable to limit the inversion of the power flow toward the upstream network 
by promoting self-consumption and self-sustainability. From a economical point of view, 
RECs allow community members to increase their revenue by receiving: (i) the restitution of 
a part of the energy use tariff; (ii) the profit from the sale of the energy
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delivered to the grid by each renewable power plants installed within the community; and 
(iii) an incentive proportional to the shared energy [1].
Actually, the challenge lies in maximizing shared energy to promote the widespread adoption
of RECs. However, this entails a critical aspect with it, which is the innovation of the
management and control techniques. A strategic approach to achieve this goal is to equip with
efficient power forecasting algorithms these techniques [2]. In literature, there are several
studies regarding the forecasting analysis applied on the power absorbed by a user [3], [4], [5]
and on the power generated from renewable sources [6], [7]. The recent scenario is focusing
on probabilistic forecasting methods since they provide more information than deterministic
approaches (e.g., uncertainty of the forecasts). The most- used probabilistic forecasting
methods are based on quantile regression (QR) model, due to the fact that this approach is able
(i) to represent the entire probability distribution of the forecasted variable and (ii) to reveal
more information regarding outliers data.
The core of this paper is the development of a probabilistic forecast algorithm based on the
QR model with the aim of perform a day-ahead forecast on the power absorbed by a public
building of 200 kW rated power, whose data are collected in a private dataset. The day-ahead
forecasts are performed for each hour of the day and considering both endogenous and
exogenous predictors. In order to improve the accuracy, the forecasting method has been
applied on working-days and on weekend-days separately.
This study gives a contribution to the Italian project ComER (”Methods and tools for managing
renewable energy communities”), developed by the University of Cassino (Italy) and the
Campus Bio-Medico University of Rome (Italy).
This paper is organized as it follows. The basic steps of the forecasting analysis are
summarized in Section II, along with an overview of the adopted QR forecasting method.
Numerical results are reported and discussed in Section III. The conclusion and future works
are illustrated in Section IV.

II. THE FORECAST ANALYSIS: BASIC STEPS AND QUANTILE REGRESSION MODEL

The forecast analysis is performed in five essential steps, that are: the problem definition, the 
gathering information, the preliminary analysis, the choosing and fitting of forecasting models 
and the evaluation of the forecasting accuracy. 

A. Problem definition

The problem definition aims to identify the forecasted variable (also known as target variable), 
the time resolution and the time horizon of the forecast. The time resolution represents the 
interval time between two forecasts, whereas the time horizon describes the entire forecasted 
period. To efficiently manage and control RECs it is necessary forecast the power 
consumed/absorbed by the users belonging to the community. In this paper the target variable 
is the power consumption of a public building and the forecast is performed for each hour 
(time resolution) of the next day (time horizon).
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B. Gathering information
The time series data are the most-used information gathered to perform and test a forecast. To 
improve the accuracy of the forecast, it is important to collect data of the target variable and 
of other variable that may affects the target variable value (e.g., meteorological data). Data are 
post-processed in order to detect and eliminate outliers, such as missing, duplicated, and 
erroneous data. Then, the available data are divided in training data (used to estimate the 
parameters of a forecasting model) and test data (used to evaluate the forecast accuracy). 

C. Preliminary analysis
Th preliminary analysis is a crucial task of the forecasting studies since it is responsible for the 
selection of the predictor variables involved in the forecasting model. Basically, the 
preliminary analysis consists of the graphical representation of the dataset over the observation 
period and of the autocorrelation and correlation analysis. The first analysis aims at evaluating 
the components of time series, such as trend, seasonal and cyclic patterns [8]; the second and 
the third analysis aim at calculating the autocorrelation and the correlation coefficients, r and 
p respectively. The r coefficient describes the strength of the linear relationship of the target 
variable with respect to its lagged values; the p coefficient quantifies the strength of the linear 
relationship between the target variables and the exogenous variables. It is worth noting that 
lagged variables with a high value of r and exogenous variables with a high value of p are 
selected as candidate endogenous and exogenous predictors of the forecasting models. In this 
paper, the exogenous predictors are the temperature measured at the site where the building is 
located. 

D. Choosing and fitting forecasting models
The forecasting method is choosen according to the available data and the problem definition. 
Moreover, based on the accuracy of the forecasting, it is possible to choose among simple and 
complex methods. The simple widely-use forecasting method is the persistance (na¨ıve) 
method, which states that the forecast of the target variable is equal to the last observed value. 
This method is usually considered as benchmark due to its simplicity. The complex forecasting 
methods can be classified depending on the undelying model, such as auto-regression model, 
and neural networks. 
Further classification depends on the used approach: the deterministic approach provides as 
output of the forecast only a single value of the variable of interest (point forecast), whereas 
the probabilistic approach provides as output analytical distributions (such as probabiliti 
density functions, cumulative density functions). 
In this paper a probabilistic forecasting method based on QR model has been applied. The 
formulation of the understudying method for a given quantile αq is described in (1): 
yˆαq = βαq + βαq x1t + · · · + βαq xMt (1) 
t 0 1 M 
where yˆαq is the forecasted αq quantile of the target variable at the time t; βαq , . . . , βαq are t 0 M 
the M+1 parameters of the model for quantile αq; and x1t, . . . , xMt are the M predictors
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t 

q = α t t 
(2α(yt − yˆ q ) if yt ≥ yˆαq 

t 

variables involved into the model. Equation (1) states that the forecast of the target variable 
assumes a value less than or equal to yˆαq with a probability equal to αq. The strength of the 
QR method is the possibility of deriving the probability distribution of the forecasted value, 
which can be obtained by interpolating the 99 quantiles. 
The choice of the model (i.e., the selection of the predictors) can be made after the preliminary 
analysis, whereas the fitting of the forecasting model consists on the estimation of its 
parameters. This last task is performed by minimizing the pinball loss function for a particular 
quantile and using the training data [9]. 

E. Evaluation of the forecasting accuracy
The final step is to test and evaluate the accuracy of the forecasting method. This task is 
performed through the use of indices, which are considered as error indices. 

In the probabilistic framework, the most common indices are: the winkler score (WS), the 
pinball loss function (PLF), and the continuous ranked probability score (CRPS) [10]. In this 
study only the PLF has been considered, which gives a higher penalty when the observation 

is greater than the estimated quantile and viceversa; as a result a lower PLF value indicates a 
better estimate of the quantile. The formula of the PLF is reported in (2). 

α 
  

(2(1 − αq)(yˆαq − yt) if yt < yˆαq

t t 

where yˆα is the forecasted αq quantile of the target variable and yt is the historical data. As 
described in (2), if the order αq is equal to 0.5 the PLF can be interpreted as an absolute error. 

III. NUMERICAL RESULTS

The day-ahead QR forecast is performed on the ”center for the health of the elderly”, which is 
a public building of 200 kW rated power located in Rome (Italy). 
The target variable dataset is provided by the Campus Bio-Medico University of Rome and it 
collects the active power absorbed by the public building from 1 January 2017 to 31 December 
2022. The temperature data are extracted from public dataset in [11]. It is worth of noting that 
the forecasting analysis has been conducted only considering the whole 
weeks (i.e., from Monday to Sunday); therefore only the period from 2 January 2017 to 5 
DeTcehme bdearta20a2re2 phlaosttbedeenincorndseidr etroede.valuate the presence of time 
series components and anomalies. In the dataset of the target variables some missing data are 
presented, which 
are replaced with the value of the same day-hour of the previous week. In Fig.1 the active 
power absorbed by the public building during the observed period is reported. As shown in the 
figure, the active power absorbed during the last two years are significant different from the 
first three years. This phenomenon is related to the covid period: the reduction in building 
occupancy led to a decrease in the consumption of electrical power. 
In Fig.2 the overlapping target variable trend is reported in order to evaluate the time series 
components. It is clearly observed a weekly seasonality: the active power consumption during 
the working-day (Monday to Friday) and the weekend-days (Saturday and Sunday)

PLF (2) t 
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Fig. 1: Active power consumption during the observed period 

Fig. 2: Week overlapping trend 

are significantly different. Consequently the dataset are divided in a working-days and a 
weekend-days datasets. Then, the two datasets are splitted into training and test data. The first 
subset consists of 80 % of the entire dataset, the second subset is built with the remainder 20 
% of data. 
The preliminary analysis ends with the autocorrelation and correlation analysis, which 
diagrams are reported in Fig.3 and Fig.4 respectively. As shown in Fig.3, the target variable 
has a marked correlation (higher r coefficient) with the three hours preceding the hour to be 
forecasted, and also with the 24th and 168th lagged values, respectively one day and one week 
before. The correlation diagram (Fig.3) shows a good linear relationship between the active 
power absorbed by the public building and the external temperature; the p coefficient is equal 
to 0.60. 
For a given quantile, the day-ahead forecasts are estimated for each hour of the day and 
generated by 99 quantiles at level 0.01, 0.02, . . . , 0.99. Moreover, as previously defined, the 
QR forecasting method is performed separately for the working-day and the weekend-day 
substes.
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Fig. 3: Autocorrelation (a) and correlation (b) diagrams 

Fig. 4: Autocorrelation (a) and correlation (b) diagrams 

According to the autocorrelation and correlation diagrams, different forecasting models have 
been developed. For the sake of brevity, in this paper only the numerical results of the most 
accurate forecasting model is reported (3). 

Pˆαq = βαq + βαq Ph−k + βαq Ph−24 + βαq Ph−168 + βαq Th (3) h 0 1 2 3 4 

The forecasted αq quantile of the target variable at the hour h is obtained considering the 
endogenous predictors referred to the active power consumed at the origin time of the forecast 
Ph−k (k is the lead time), the active power consumed one day Ph−24 and one week Ph−168 before 
the forecasted hour and the external temperature at the forecasted hour Th. Since the forecasts 
are related to the last past year, in this study the external temperature measurements have been 
considered as known1. 
In other words, for each subsets the QR forecasting method has been applied 24 times for each 
hour of the day obtaining every time 99 forecasted quantile. 
The numerical results consist in the day-ahead forecasts of the entire test data for both working-
day and weekend-day dataset and considering each hour of the day as the origin time of the 
forecast. In Fig.5.a and Fig.5.b the results of day-ahead forecast of one working- day and one 
weekend-day at origin time equal to 00:00 are reported. In each figure, the red line represents 
the measured powers (historical values), the yellow line is the expected value of the day-ahead 
forecast and the blue area represents the region bounded by 0.1 and 
0.9 quantiles where the forecasts lie. As shown in the figures, the expected values are close to 
the measured active power proving the great accuracy of the forecasting method. 
1To forecast future time period, it will be required gathering information about forecasted temperature.
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Fig. 5: Day ahead forecasts of (a) working day and (b) weekend-day 

TABLE I: Error index averaged on 99 quantiles for a working day and weekend-day 

PLF (kW) 

Forecasted hour Working day Weekend day 

01:00 0.223 0.243 

02:00 0.237 0.284 

03:00 0.277 0.198 

04:00 0.400 0.308 

05:00 0.861 0.489 

06:00 0.727 0.920 

07:00 1.235 1.361 

08:00 1.274 1.414 

09:00 0.873 1.504 

10:00 1.464 1.608 
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12:00 1.714 1.709 

13:00 0.801 1.647 

14:00 1.720 1.135 

15:00 1.472 0.979 

16:00 0.924 0.940 

17:00 0.726 1.091 

18:00 0.990 0.869 

19:00 1.655 0.908 

20:00 0.854 0.846 

21:00 0.885 1.027 

22:00 0.644 0.783 

23:00 0.713 0.924 

00:00 0.543 1.041 

11:00 1.258 1.097 
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Fig. 6: Working day contour map: 0.1, 0.5, 0.7 and 0.9 quantiles 

Fig. 7: Weekend day contour map: 0.1, 0.5, 0.7 and 0.9 quantiles 

This results are also shown in Tab.I, where the PLF avareged on 99 quantiles for each 
forecasted hour and for each type of the weekly day are reported. The error index is measured 
in kW. As shown in table, the error index are very limited, with a maximum error equal to 1.72 
kW at 14:00 for working-day and to 1.70 kW at 12:00 for weekend- day. In Fig.6 and Fig.7 
the contour maps of the two weekly test dataset for the quantiles 0.1, 0.5, 0.7 and 0.9 are 
reported. The figures represent the PLF in kW of the 24 forecasted hours (y-axis) considering 
each hour of a day as origin time of forecast (x-axis) and averaged the results on the working-
days (Fig.6) and weekend-days (Fig.7) of the test subset. In
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conclusion, the numerical results show great accuracy, with a low error index for forecasted 
hours close to the origin time and slightly higher errors for the remaining hours, with the 
maximum error amounting to 4 kW. 

IV. CONCLUSIONS

This paper focuses on the development of a probabilistic forecast algorithm based on the QR 
model in order to perform a day-ahead forecast on the power absorbed by a public building of 
200 kW rated power, whose data are collected in a private dataset. The preliminary analysis 
led to the the separation of the dataset into working-days and weeken- days and to the use of 
both endogenous and exogenous predictors, which are choosen on the basis of the value of 
autocorrelation and correlation coefficients. Several models have been developed to evaluate 
the accuracy of the forecasts based on the complexity of the forecasting model. For the sake 
of brevity, only the numerical results of the most accurate forecasting model have been 
reported. The numerical results consist in the day- ahead forecasts of the entire test data for 
both working-day and weekend-day considering as the origin time each hour of the day. The 
accuracy of the method is evaluated through the pinball loss index which shows great accuracy, 
with a low PLF index for forecasted hours close to the origin time and slightly higher errors 
for the remaining hours, with the maximum error amounting to 4 kW 
Future works will compare the results with a na¨ıve benchmark forecasting method and then a 
real-time forecast will be implemented. 
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Abstract 

In this work an Eddy Current Testing (ECT) method is proposed for the simultaneous 
estimation of the thickness and the electrical conductivity of metallic plates. In-line and 
simultaneous estimation of these parameters is fundamental during industrial production, for 
quality controls. The proposed method uses dimensional analysis via Buckingham’s π 
theorem. This is the first time that this approach has been applied in the framework of 
Nondestructive Testing. Experimental tests have demonstrated the effectiveness of the 
proposed approach, giving excellent accuracy over a wide range of thicknesses and electrical 
conductivities. 

Index Terms 

Non-destructive Testing, Eddy Current Testing, Thickness Estimation, Electrical conductivity 
Estimation, Dimensional Analysis. 

V. INTRODUCTION
Non-Destructive Testing and Evaluation (NDT&E) issues often entail several different factors. 
As a matter of fact, the results of an NDT&E test depend on (i) the probe’s parameters, (ii) the 
sample’s physical and geometrical parameters, and (iii) the geometrical parameters describing 
the probe’s position with respect to the sample. These issues are challenging to solve 
considering to the large number of variables involved and the complex nature of these 
variables.  
To this end, a methodology that can reduce systematically the complexity of problems by 
decreasing the number of variables involved, plays an important role. Dimensional analysis is 
a mathematical technique for analyzing problems involving physical quantities. Through the 
application of dimensional analysis, complicated equations may be made simpler by 
emphasizing the key elements defining a situation.  
Within this framework, the celebrated Buckingham’s π theorem plays a key role in reducing 
the number of variables describing a physical problem to its essential by means of 
dimensionless numbers called π groups [1]. 
In this contribution we propose a new method for simultaneous estimating of thickness and 
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electrical conductivity of metallic plates based on the Buckingham’s π theorem. This 
contribution highlights how the proposed approach allows to reduce the complexity of the 
problem while ensuring high accuracy and real-time operations, for on-line simultaneous 
estimation of thickness and electrical conductivity in industrial applications. 

VI. PROPOSED METHOD AND EXPERIMENTAL RESULTS

The proposed method exploits the Buckingham’s π and the related π groups to the 
simultaneous estimation of the electrical conductivity σ and the thickness Δh of a conducting 
plate. Specifically, it is possible to prove [2] that the measured impedance ΔZ  ̇is related to σ 
and Δh as follows: 

𝛥𝛥𝑍̇𝑍(𝜔𝜔)
𝜔𝜔µ0𝐷𝐷

=  𝐹𝐹 �𝐷𝐷�
𝜔𝜔µ0𝜎𝜎

2 ,
𝛥𝛥ℎ
𝐷𝐷 � .   (1) 

Where 𝜔𝜔 is the angular frequency, 𝜇𝜇0 is the free-space magnetic permeability, and 𝐷𝐷 is a 
proper reference length. Dimensionless quantities 𝛥𝛥𝛥𝛥(𝜔𝜔)/𝜔𝜔𝜇𝜇0𝐷𝐷, 𝐷𝐷�(𝜔𝜔𝜇𝜇0𝜎𝜎/2) and 𝛥𝛥ℎ/𝐷𝐷 
form the three groups 𝜋𝜋1, 𝜋𝜋2 and 𝜋𝜋3, respectively. The estimate of 𝜎𝜎 and 𝛥𝛥ℎ is, then, carried 
out by plotting in the (𝜋𝜋2, 𝜋𝜋3) plane the level curves corresponding to Real(𝜋𝜋1), Imag(𝜋𝜋1), 
|(𝜋𝜋1)| and φ(𝜋𝜋1). The use of different features is possible because 𝜋𝜋1 is related to the mutual 
impedance (i.e., a complex number). 

(a)   (b) 

Figure 1 - Representation of five different frequency measurements in the case of the plate with Δh=2 
mm and σ=18 MS/m for the dimensionless curves Re(π1), Im(π1), |π1|, Φ(π1). 

The intersection of the curves obtained from the impedance measured at a given ω provide 
both 𝜎𝜎 and 𝛥𝛥ℎ (Figure 1(a)). When different angular frequencies are analyzed, the point of 
intersection shift horizontally (see Figure 1(a)).  In this case, the level curves are conveniently 
plotted in the (𝜎𝜎, 𝛥𝛥ℎ) plane (see Figure 1(b)) and their intersection directly give the unknown 
values.  

The proposed experimental set-up and the measurement procedure described in [2] was 
repeated 20 time and the Mean Measured (MM), the Relative Error of the Mean Measured 
(REMM), the Standard Deviation (SDMM) of the obtained MM values were evaluated for both 
thickness (𝛥𝛥ℎ) and electrical conductivity(𝜎𝜎). Table 1 shown the obtained results confirmed 
the goodness of the proposed method as the relative errors obtained in the estimation of 
thickness and electrical conductivity estimation reach maximum values under the 3%. 
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Table 1 – Summary of the obtained results for the thickness and electrical conductivity estimation. 

Reference values MM SDMM REMM 

Δh[mm] σ [MS/m] Δh[mm] σ [MS/m] Δh[mm] σ [MS/m] Δh[%] σ [%] 

0.985 58.50 0.981 58.44 0.087 6.76 0.40 0.10 

1.973 28.23 1.983 28.26 0.17 4.82 0.51 0.11 

1.030 35.27 1.021 35.77 0.14 4.21 0.91 1.44 

3.981 35.91 3.870 36.76 0.19 2.30 2.77 2.38 
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Abstract 

The present laboratory study explores the mechanical behavior of fiber-reinforced sands 
(FRS), with a focus on the orientation of fibers in relation to principal stress directions. 
Direct shear and triaxial shear tests were conducted on samples of pure sand and samples 
with randomly and oriented fibers, all compacted to high relative density. The results 
indicates that reinforcing sand with oriented fibers increases its sand strength and ductility. 

Additionally, a micro-scale analysis was conducted with X-ray tomography. This 
revealed the significance of fiber orientation within the shear band. When properly activated, 
fibers alter the strain distribution, preventing brittle failure along the shear plane and 
enhancing the overall response of the reinforced material to be more dilatant and ductile. 

Index Terms 

Fibre reinforced sands; strain localization; X-ray tomography; porosity; dilatancy. 

I. INTRODUCTION

Numerous studies have explored fiber reinforced sands (FRS) to enhance properties like 
resistance, stiffness, and ductility in geotechnical structures, typically focusing on factors as 
soil type, fiber characteristics, and ground improvement optimization. This study combines 
element scale analysis observed with classical laboratory geotechnical testing – direct shear 
and triaxial tests – and micro scale analysis detected with X-ray tomography to understand 
the role of fibers in reinforced sands, especially considering fibers orientation concerning 
localized strains during shearing. To achieve this aim, several tests varying fibers orientation 
were conducted, always comparing the results with natural sand behavior response.  

The reinforcement of sands by a diffuse inclusion of fibres is promoted by the idea that 
filaments of controlled mechanical characteristics intruded in the soil pores, somehow, inhibit 
the mobility of grains, provide additional properties to the assembly (e.g., resistance, 
stiffness, ductility or damping) and improve the performance of geotechnical structures [1], 
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[2], [3]. An investigation of the soil-fibres interaction would disclose the mechanisms that 
take place locally and affect the global behavior of the soil assembly, providing great benefits 
for the reinforcement’s design and for performance predictions. 

II. EXPERIMENTAL TESTS AND RESULTS
A. Element scale response

Direct shear and triaxial tests were carried out on samples of natural sand (Hostun sand
HN31) and reinforced sand with fluorocarbon fibres with concentration χf=0.50%, and length 
lf=30mm (for DS) and lf=10mm (for TX). 

For Direct Shear test, square prismatic samples were formed with base and height 
respectively equal to 60 and 30 mm (as described in ASTM D3080-04). Three sets of samples 
were prepared, one with natural sand, another with randomly oriented fibres, and one with 
fibres oriented along 45° angle with respect to the shear plane, i.e., along a direction close to 
the minimum principal stress. For miniature triaxial test cylindrical specimens were prepared 
with diameter and height equal to respectively 11 and 22mm. The samples were packed with 
randomly oriented fibres and horizontal fibers (always correspondent to the minimum 
principal stress direction).  

Fig. 1 shows the positive role of fibres reinforcement and, more specifically, of their 
orientation. The samples with oriented fibres show a higher strength, (almost double 
compared with the unreinforced soil), but a different global response. The response is a more 
ductile, the peak being reached at larger displacements, and dilatancy develops with lower 
rates compared with the randomly oriented fibres, but for a longer period throughout the test. 
The volume change of oriented fibers samples is globally higher than for the unreinforced 
soil and for the randomly oriented fibre reinforcement. 

Fig. 1: (a) Direct Shear Test (DS) and (b) Triaxial test (TX) mechanical response. 

B. Microscale analysis
Fig. 2 shows DS test micro analysis results. Porosity maps show that fibre-packed samples

have a more heterogeneous initial porosity field due to the more open structure at the fibre-
grain interface. The differences become progressively clearer with sample deformation. At 
peak and ultimate conditions, volumetric strain in the natural sand sample localizes in a 
narrow sub-horizontal band, imposed by the equipment, while the fibre-packed samples show 
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a much more diffuse volumetric deformation with higher values at the interface between 
grains and fibres. This diffusion effect is considerably more pronounced for the sample with 
fibres oriented at 45°.The sample with random fibres, on the other hand, shows a response 
intermediate between the other two cases, showing a clear horizontal shear band as well as 
the formation of voids related to the local fibre orientation.  

Fig. 3 shows TX tests microscale results. For natural and FRS samples, it is possible to 
identify a central region where there is an evident variation of porosity (samples in yellow), 
especially after 8% of axial strain. The region that changes in porosity tends to take the form 
of an oblique band, inclined at approximately 45°, indicating a dilatant shear band. In the 
case of FRS sample, a greater volume is involved in the deformation, which suggests that 
fibres can mobilize a greater number of grains. The fibres represent an element of 
interconnection between grains. The incremental field of the first and second invariant of the 
strain tensor, i.e., the volumetric and maximum shear strain, are also reported, for each 
loading step (Fig. 3). As deformation increases, a shear band develops. This indicates that 
homogeneity is lost from very low strain values and a dilatant shear band develops.  

In summary, fibre orientation affects the pattern of displacement fields, and fibres hinder 
localized shear bands, extending them. Fibres can mobilize larger tensile forces, generating 
diffused strain localization. 

Fig. 2      Fig. 3 

Fig. 2: Porosity fields determined by DS tests in the initial condition, at peak and ultimate state. 
Fig. 3: a) Maximum shear strain, volumetric strain and porosity field for FRS sample subjected to 
TX test; b) Maximum shear strain, volumetric strain and porosity field for natural sand sample 

subjected to TX test. 
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III. CONCLUSION AND PERSPECTIVES

Fibre orientation plays a key role in fiber reinforcement. Fibres must undergo tensile stress 
to produce enhancement, therefore, they must be oriented to ensure maximum interaction 
with the shear bands, along the minimum principal stress direction.  

Porosity and strain are more homogeneous and diffuse in the presence of fibres and the 
shear band thickness is larger. 
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Abstract 
Local seismic response (LSR) analysis and microzonation studies represent fundamental 

tools for assessing and mitigating seismic risk in urban areas. 
In particular, LSR studies and quantifies the modifications of the seismic motion, in terms 

of amplification or deamplification, caused by its passing through lithologies characterized 
by different rigidity, going from the earthquake source (hypocentre) to a specific point near, 
or on the surface. Effects of such modifications have an important impact on the structures. 

Numerical analyses, although originating in the ‘70s, have fully entered Italian technical 
legislation starting from the D.M. 14/01/2008 (so-called NTC08) and, in particular, in Lazio 
Region they had a further impulse first from the D.G.R. n. 489/2012 and then from the 
following regional laws that integrate and/or modify it. Furthermore, Lazio Seismic 
Regional Regulation n. 26 (D.G.R. n. 724/2020) introduces for the first time as mandatory 
the two-dimensional LSR approach in some specific stratigraphic and morphologic 
conditions. On a territorial planning level, numerical analyses are strictly required to realize 
level 3 seismic microzonation studies [1]. 

This research project, through LSR analyses of 1D and 2D seismic modelling of the 
Cassino centre area [2], aims first of all to quantify the variability in the results deriving 
from the two approaches and in a second phase will estimate the impact of the so calculated 
seismic effects at ground on civil structures. From an operational point of view, the first step 
is to build a GIS project containing old geological, geotechnical and seismic investigations, 
together with new seismic noise measurements [3] specifically realized in the frame of this 
project. This latter will allow to parameterize lithologic units as requested from LSR 
modelling and to identify the depth of the seismic bedrock [4] under the surficial soft-soil 
deposits. Furthermore, seismic noise measurements on a sample of civil structures, chosen 
on the basis of parameters that can affect their vibration frequency (shape, age of 
construction, number of floors, construction materials), will allow the classification of those 
structures according to the impact that the ground motion, previously estimated with LSR 
methods, might have on them. 
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The results of this study and its approach could be crucial in influencing future project 
choices or in the field of Civil Protection where territorial emergency plans should provide 
accurate risk scenarios. 
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Abstract 
This contribution is focused on an area of southern Lazio which includes the territories 

of the so-called Land of Saint Benedict and Comino Valley. These territories have valuable 
characteristics from the environmental and historical construction point of view. Is part of a 
research path carried out within the Laboratory of Documentation Analysis Survey of 
Architecture and Territory (DART) at the University of Cassino and Southern Lazio which 
deals with analysis of the historical centers of the southern Lazio, from architectural to 
environmental emergencies. 

Index Terms 

minor historical centers, Atina, Comino Valley, cultural heritage, urban analysis 

I. INTRODUCTION

The Italian territory is dotted with a continuous network of small historical centers which 
characteristics can vary within just a few kilometres. This work aims to create a catalog of 
these centers in order to deepen the knowledge of the built environment. A scientific 
exploration of the territory carried out in a systematic and objective way. Through the synergy 
between conservation and revitalization, which safeguards and prevents negative impacts, 
this research aims to experiment a methodology for an in-depth analysis of historic centers 
in order to enhance them. This approach will be initially applied to the territory of the land 
of Saint Benedict (Fig. 1) [2] [4] located in southern Lazio. In ancient time it was a strategic 
location for communications between the central and southern parts of Italy. The territory 
was donated in the mid-8th century by the Duke of Benevento to the Montecassino monastery 
and later named Terra Sancti Benedicti [6]. Its morphology consists of a flat area, formed by 
the valleys of the Rapido and Liri-Garigliano rivers, and a mountainous area composed of 
the Abruzzo Apennines to the north and the Aurunci Mountains to the south. The choice of 
this study area is due to several factors: 

• the way in which the territory has formed and evolved over time
• its strategic location within the region
• the presence of historical centers with a high historical and cultural value.
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Its territory includes many municipalities, some of which belong to the so-called "Valle 
dei Santi" and the nearby "Valle di Comino". This offers a potential sampling of minor 
historical centers, a significant aspect of the regional territory. The convergence of multiple 
concurrent factors like the mountainous nature of these settlements and their belonging to an 
"inland area", the absence of formerly catalogued data and the needs suggested by the 
regional administration, has also made this choice appropriate. The methodology identifies 
the steps to set up analyse and intervention hypotheses for minor historical centers. It can 
then be expanded and adapted to different regional contexts as well as other territorial 
realities. 

Fig. 1: Study area location. 

II. METHODOLOGY

The logical order for the study of this territory is multi-scalar and multidisciplinary (Fig. 
2), but the main focus is on urban centers, in their morphological and typological 
characteristics. The analysis of these characteristics, together with the ways in which they are 
represented, forms the specific approach of the study. [7]  
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Fig. 2: Synthesis of the knowledge path. 

The initial knowledge operations aim to study the location through territorial and historical 
analysis. Different layers and any events that have impacted the form of the territory and the 
built environment are examined. This step helps in understanding the urban structure of the 
area, along with its formative process. The next step involves scaling down from the territorial 
level to that of the historical center. Position, shape, and types of pathways of the historic 
center are investigated in relation to the natural features of the site. A particular type of 
analysis which helps to understand the structure and connectivity of historical centers is Space 
Syntax. This translates the urban spatial dimension into a network of relationships, breaking 
down spaces into components and representing them as maps or graphs describing the 
connectivity of these spaces (Fig. 3). 

Fig. 3: Atina: filled and empty spaces of the historic center. 
The methodological approach involves the development of the following steps: 

A. Characteristics of settlement analysis in historical centers
The first step concerns the general framework of historical centers within their polycentric

system. The close relationship that these centers have with the landscape in which they are 
located calls for specific and careful knowledge of the territory [5]. The analysis highlights a 
relation between the centers and the hydrographic characteristics of the site (Fig. 4), the initial 
layout and subsequent developments distinguished by recognizable typological-
morphological phases (Fig. 5). 
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Fig. 4: Aerial photo with the perimeter of the historical center of Atina and its buffer zone. 

Fig. 5: Digital Elevation Model (DEM) of Atina territory. Urban morphology of Atina. 
B. Analysis of the typological and construction characteristics of historic buildings

After a brief historical/geographical overview, the second step deepens the knowledge of
the current state in order to identify specific architectural highlights (Fig. 6). The analysis 
leads to the classification of the existing architectural types and the identification of their 
distribution, both in their original forms and as altered types. It also highlights 
transformations that are consistent with the historically established built environment and 
those that are, on the contrary, inconsistent or detrimental. 
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Fig. 6: Identification of historical, religious, and monumental buildings in Atina. 

Building aggregates on which to work are identified in order to recover their use and restore 
their formal and typological unity, defining the intervention units. These are portions of the 
urban layout characterized by their own architectural and functional features (Fig. 7). 
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Fig. 7: Building aggregates of the historical center of Atina [3]. Reworking of “Progetto di 
recupero e risanamento di abitazioni nel centro storico di Atina” [1]. 

As Chapter 8 of the NTC 2018 (Fig. 8) reminds us, adequate and accurate knowledge of the 
structure is a fundamental prerequisite and an essential moment to understand individual 
critical issues and structural behaviour. Vulnerability, in consolidated areas, depends on 
numerous factors: 

• the characteristics of settlement sites, often marked by geomorphological and
seismic criticalities

• the use of specific construction techniques
• subsequent stratifications
• functional and structural modifications
• contiguity of buildings in complex aggregates, and the resulting structural

interactions and dynamic effects
• the morphology of pathways and open spaces

 For this reason, over time, there has been a true evolution of the concept of vulnerability from 
the analysis of individual Structural Units up to the aggregate and the entire urban center. So it 
is an extension both in terms of scale and in terms of concept. 
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Fig. 8: Reconstructed framework based on the reference model for analyses of existing 
buildings from NTC 2018. 

C. Urban Recovery Hypotheses

As a complement to this type of analysis, where necessary, a detailed representation of the
architectural particulars that characterize the buildings is developed. Accurate technological 
and structural surveying is indispensable in interventions on historical structures because, if 
the goal is preservation, it can only be achieved with a full knowledge of what needs to be 
preserved. This survey, in detail, examines all the construction solutions concerning 
foundations, masonry, ceilings, roofs. This model allows the creation of a catalog of typical 
and traditional architectural elements that can be used as a basis for a restoration project as 
well as the replacement or reconstruction of individual elements (Fig. 9). The final step 
concerns the intervention parameters which aim to requalify and enhance the urban context. 
Taking into account the state of preservation and the greater or lesser architectural, 
environmental, and cultural value of each building, as well as their degree of adaptability, 
protection levels can be defined, for each structure, to identify possibilities and methods of 
intervention. Protection levels can be defined in accordance with the state of preservation, 
the value of each building, and their degree of adaptability.  
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Fig. 9: Example of elements abacus, reworking of “Piano di ricostruzione comune di Castelli 
post terremoto del 6 aprile 2009” 

Preservation and restoration elements of historic buildings that still retain their original 
characteristics will be identified, providing precise instructions, including the catalog of 
architectural and structural elements (Fig. 8) [13] [14]. Interventions should preferably be 
carried out through the development of a unified project which maintains the autonomy of 
the territorial portions and the buildings falling within. In any case, any type of intervention 
should aim to achieve the following fundamental objectives: 

• preservation of physical integrity and enhancement of the cultural identity of
historical centers.

• maintenance or restoration of the urban layout.
• protection, enhancement, and revitalization of the basic minor building heritage.
• integration of missing facilities and services, in accordance with the morphology

of the urban layout as well as the typological and stylistic architectural
characteristics of the historic building heritage.

III. RESULTS

This study, besides providing a detailed and in-depth analysis of the historical evolution 
of the territory, it also aims at conducting a census of the main cultural heritage existing in 
the area. This approach recognizes that the relationship between architectural typology and 
urban morphology is the focal point where the identity of an urban reality is concentrated. 
An expansion of the concept of recovery, extended to the entirety of buildings, vacant spaces, 
and public areas. The concept of conservation extends from the individual building to all of 
the spaces that constitute the urban reality, in an ambivalent shift in scale, from the 
architectural to the urban planning level, and vice versa. By expanding the knowledge of the 
selected territory as a system of urban centers, it reveals the environmental characteristics 
and historical values that now represent an asset to be transformed into opportunities. The 
preservation of this heritage on one hand, and its enhancement through targeted interventions 
for better utilization on the other, aim to avoid polarization towards the more functionally 
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important centers. This can be done with a territorial competition that take the form of a 
horizontal network which restores geographical, morphological, and cultural unity. 
PRODUCT: Hypothesis for recovery interventions to be carried out through a collection of 
guidelines related to technological and performance adaptation in relation to evolutionary 
characteristics, environmental compatibility, and the context. The enhancement of cultural 
heritage consists of all activities which seek to promote the knowledge of the national 
heritage and ensuring its best conditions of use and fruition [11]. Among the objectives aimed 
at enhancing the territory, also shared by the most recent development policies, we find: 

• enhancing cultural heritage
• regenerating and revitalizing the small villages (fig. 10) in order to increase their

attractiveness
• strengthening the identity of lesser-known destinations, also by directly involving

local communities
• increasing social and economic development in more fragile territorial contexts
• promoting circular and sustainable reuse of spaces and buildings
• a 4.0 tourism

Fig. 10: Photomosaic of some of the historical centers of the study territory. 
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Abstract 

The calculation of the gravitational effects due to given mass distributions is a 
fundamental problem in the applications of geophysics and geodesy. 

Potential Theory can only be partially used in geophysics: in gravity, magnetism, 
methods of calculating electromagnetic, electrical heat flux, and calculating the flux of 
fluids. Therefore, potential Theory, with the use of complex mathematical tools, 
constitutes the basis for the solution of various geophysical problems, managing in fact to 
be almost indispensable to better understand some geophysical data. 

Potential Theory has for object the mathematics of equilibrium and, in particular, the 
study of harmonic functions, given their fundamental role in equilibrium problems in a 
homogeneous medium. 

The advent of Inverse Theory has revolutionized the whole procedure for interpreting 
geophysical data. This was made possible thanks to the very rapid development of 
computer science, technology that has improved calculation software, and the numerous 
methods used in mathematical modelling. 

In the thesis work I will present new expressions for the gravitational potential that 
involve alternative and less expensive computational capabilities than those reported in the 
specialized literature. 

I will show that the singularities that can influence the computation of the effects of 
gravity (potential, gravity, and tensor gradient fields) can be systematically addressed by 
invoking the theory of distribution with suitable differential calculus formulas. 

The general approach will be led with reference to the case of models of polyhedral 
bodies, regular or not, having either a constant or a depth-relative mass density. 

The validated analytical formulas have been fully confirmed by applications with 
Matlab® programs, coded and carefully tested by calculating the effects of gravity induced 
by attractive bodies positioned in arbitrary observation points. The formulae illustrated in 
the thesis have been numerically checked with the alternative ones derived on the basis of 
different approaches, already established in scientific literature, intensively and repeatedly 
testing the effects of gravity induced by real attractive bodies with arbitrarily assigned 
density variations. 

The efficiency of the proposed formulae lies in the ability to correctly evaluate the 
singularities that arise in cases where the attracted points occupy different positions of the 
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attractive mass. 

The research activity was further implemented with the introduction of analytical 
formulations based on the approximation of the ground masses with shapes of vertical 
prisms considered as prisms with polynomial density. 

The gravitational anomaly associated with a polyhedral body of arbitrary geometric 
shape and with different values of polynomial density in both horizontal and vertical 
directions is analytically evaluated. The gravity anomaly is evaluated at an arbitrary point 
that does not necessarily coincide with the origin of the reference system in which the 
assigned density function is located. 

It has been established that the density contrast is comparable to exponential 
polynomial functions of higher order than the third. By invoking the recent results of 
Potential Theory, the solutions have proved to be devoid of singularities and are expressed 
as the sums of algebraic quantities that depend only on the vertices of the polyhedron and 
on the density function of the polynomial. The accuracy, robustness and effectiveness of 
the approach can be demonstrated with numerical calculations on the basis of examples 
derived from the existing literature. 

Index Terms 

Potential Theory, geophysical data, gravitational potential, polyhedral bodies, density 
contrast, tensor calculus, polynomial functions. 

I. NEW ANALYTICAL EXPRESSIONS OF THE GRAVITATIONAL POTENTIAL

The research was focused on the elaboration and implementation of new analytical 
expressions for calculating the gravitational potential and its first and second order 
derivatives, as a consequence of the gravity pull of the distribution of masses represented 
by a Digital Terrain Model (DTM). 

II. NEW EXPRESSIONS OF THE GRAVITATIONAL POTENTIAL AND OF ITS DERIVATIVES FOR 
PRISMATIC SOURCES SECTION

The modelization of the sources of gravity in the form of prismatic bodies for 
determining the gravitational effects due to a determined mass distribution has always had a 
very important role, especially in cases where the so-called “flat-Earth” approximation is 
sufficiently applicable. However, the analytic expressions previously used by diverse 
authors generate singularities what the calculation of the potential is determined 
correspondingly to the vertices of the prism. A similar situation arises whenever a 
polyhedral body is concerned. 

Recent formulations have been elaborated for calculating the potential and its gradients 
in the case when the observation point P coincides with a vertex of the prismatic 
polyhedron. The formulae resulting, thanks to Gauss’s law, show how the relevant 
singularities can be appraised without recurring to artificial adjustments. 

The result has been reached by transforming volume integrals, the well-known Newton 
integral [1]: 
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𝑈𝑈(𝑃𝑃) = 𝐺𝐺𝐺𝐺 ∫ 1

(𝑟𝑟∙𝑟𝑟)1 2�𝛺𝛺 𝑑𝑑𝑑𝑑  (1) 

As the sum of surface integrals extended to each of the faces of the prism, therefore 
expressing each of the surface integrals as the sum of linear integrals extended to the 
vertices of each of the generic faces of the prism. 

The approach is based on the so-called “theory of distributions” that enable an 
identification and eventually a resolution of the singularities thanks to a double application 
of Gauss’s theorem. 

III. NEW EXPRESSIONS OF THE GRAVITATIONAL POTENTIAL FOR POLYHEDRAL SOURCES

The hypothesis on which the applications are based is the one according to which the
generic ridge of the polyhedral body does not contain the origin of the local frame of 
reference of the generic face of the polyhedron. In this hypothesis the integrals will give 
results devoid of singularities. 

The numerical applications implemented in Matlab® have confirmed the hypotheses. 

Fig. 1: Bidimensional reference framework of a polyhedral body. 

IV. THE GRAVITATIONAL EFFECTS OF LINEARLY VARIABLE DENSITY POLYHEDRAL BODIES

The approach taken for calculating the gravitational effects of constant density 
polyhedral bodies can be extended to the case of linearly variable density bodies, while 
attentively assessing the relative singularities. The constant density polyhedron has been 
repeatedly analyzed. However, the constant density hypothesis is hardly realistic. [2] 

Let us consider, for example, that a sedimentary basin, in the course of its geological 
evolution, has undergone a compacting, as a result of which the density generally increases 
with depth. This consideration has led various authors to study the gravitational effects 
produced on bodies that have a linearly variable density in two or three dimensions. 

The degree of complexity of the analyses has gone so far as to examine modelizations of 
exponentially varying densities as well. Moreover, from vertical, depth-oriented variations 
of density, various authors have begun to consider more complex distributions of density, 
both vertical and horizontal. The modelization of bodies has become a problem of primary 
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importance, so that the modelization of prismatic bodies has led to the modelization of 
polyhedral bodies. Therefore, the study of gravitational effects has been extended to the 
case of linearly variable density polyhedral bodies, while taking into account the relevant 
singularities that are occasionally emerging. 

In particular, analytical formulae for the gravitational potential and for the related first 
and second order derivatives have been reached [3] as the sums of values represented by 
unidimensional integrals extended to the generic edge of the polyhedron. Besides, thanks to 
the theory of distributions [4], the singularities in calculating the gravitational effects have 
been calculated exactly, independently of the position of the point of observation. 

The same approach has been applied, in D'Urso and Marmo [15], to problems of 
geomechanics and one problem of geophysics. 

In [5], the analytical formulae for calculating the gravitational effects of polyhedral 
bodies of linearly variable density have been expressed as explicit functions of the 
coordinates of the vertices of the relative faces, or with the basic geometrical data used to 
define the polyhedral body. The author has demonstrated that, with this method, only the 
second order derivative of the potential can present singularities, and this happens if and 
only if the point of observation is aligned on one of the edges of the polyhedron. 

Take for instance an arbitrary limited domain, of which the continual mass distribution 
has a density δ(s) linearly variable according to position vector s applied arbitrarily in one 
or the other of its points. Therefore: δ(s) = δo + g · s; where δo is a constant reference 
density assessed at the origin O of a tridimensional Cartesian coordinate system (O, x, y, z), 
in which the coordinates of s are given; in addition, vector g represents the gradient of the 
linear law (s). 

The gravitational potential, if p indicates the position vector of an arbitrary point P, can 
be expressed as: 

 𝑈𝑈(𝑃𝑃) = 𝑈𝑈(𝑝𝑝) = 𝐺𝐺 ∫
𝛿𝛿(𝑠𝑠)

[(𝑝𝑝−𝑠𝑠)∙(𝑝𝑝−𝑠𝑠)]1 2�Ω 𝑑𝑑𝑑𝑑(𝑠𝑠)  (2) 

where G is the gravitational constant. 
The first order derivative of the gravitational potential is expressed as: 

 (3) 
The particularity of this expression consists in the fact that it depends only on the 

tridimensional coordinates of the vertices of the polyhedron, and it is demonstrated that it 
does not generate singularities, thus avoiding the introduction of the small corrective 
coefficients admitted by some authors in other expressions so as to avoid indefinite 
operations. 

The gravitational tensor, i. e. the second order gradient of the potential in P is obtained 
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by differentiating the expression of the first order derivative mentioned above, to obtain, by 
means of apposite substitutions, the expression: 

       (4) 
The integral appearing in the expression of FFi is indefinite when the point of 

observation P is aligned with any one of the edges of face Fi. The second order derivative 
of the potential of a linearly variable density polyhedral body shows the same type of 
singularity that characterizes constant density. 

However, contrarily to this latter case in which the singular terms were confined to the 
non-diagonal entries, the singularity can now influence all the entries of the matrix 
associated to the second order derivative. 

V. GRAVITATIONAL ANOMALIES 
VI. GRAVITATIONAL ANOMALY OF A 2D BODY

It is extremely advantageous to dispose of analytical solutions of the gravitational
anomaly associated to a body characterized by complex distributions of gravity. However, 
given the mathematical complexity of the problem, the gravitational anomaly of an 
irregular body, of which the density is spatially variable, has first been calculated by 
approximating the body as an ensemble of vertical rectangular parallelepipeds (prisms) in 
which the density is presumed to be constant.  

Consequently, the gravitational anomaly of the entire body is calculated as the algebraic 
sum resulting of all the vertical prisms of appropriate depth and of the distances from the 
observation point. The calculations and the numerical verifications were accomplished for 
the first time by Talwani et al. (1959) and Bott (1960). The closed expressions of the 
gravitational anomaly were successively derived by Nagy (1966), Banerjee and DasGupta 
(1977), Cady (1980), Nagy et al. (2000), Tsoulis (2000), Jiancheng and Wenbin (2010), 
D'Urso (2012), Plouff (1975, 1976), Won and Bevis (1987), Montana et al. (1992) for the 
computer codes.  

An analytical expression of the gravitational anomaly for polygonal bodies of which the 
density variation is expresses as a polynomial function with an arbitrary coefficient in both 
the horizontal and the vertical directions has recently been obtained by reducing the integral 
of the original domain to an edge integral according to Gauss’s theorem generalized and 
successively applied to various problems of geodesy, geomechanics, geophysics, and heat 
transfer. The gravitational pull exerted by a tridimensional body Ω�  on a mass unit in O is 
given by: 

𝒈𝒈(𝑂𝑂) = 𝐺𝐺 ∫ ∆𝜌𝜌(𝒓𝒓)𝒓𝒓

(𝒓𝒓∙𝒓𝒓)3 2�Ω� 𝑑𝑑𝑑𝑑 

 (5) 
Where G is the gravitational constant, r is the position vector that starts in O and ends in 
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a generic point of Ω�  , and ∆ρ (r)  is the density contrast in r. The product of ∆ρ (r) dV (r) 
represents the infinitesimal difference between the mass in r and the remain-ing part of the 
volumetric mass density. The interest resides in the bidimensional problem, as indicated in 
figure 15, where Ω indi-cates the section of   Ω�. 

The vertical component gz (O) is given by the formula: 

𝒈𝒈𝒛𝒛(𝑂𝑂) = 𝐺𝐺 �
∆𝜌𝜌(𝒓𝒓)𝒓𝒓 ∙ 𝒌𝒌
(𝒓𝒓 ∙ 𝒓𝒓)3 2�

Ω�

𝑑𝑑𝑑𝑑 

(6) 
in which k is the unitary vector pointing down. 

Considering that Ω� is infinite in the direction of y, the integration can be achieved 
through due ordinates ±𝑑𝑑𝑦𝑦, with 𝑑𝑑𝑦𝑦 → ∞, to obtain: 

𝒈𝒈𝒛𝒛(𝑂𝑂,𝑂𝑂) = 𝐺𝐺 �
∆𝜌𝜌(𝑥𝑥,𝑦𝑦)𝑧𝑧
𝑥𝑥2 + 𝑧𝑧2

Ω

𝑑𝑑𝑑𝑑 

(7) 
This is the general formula of the 2D integral for calculating the gravitational anomaly in 

O produced by a distribution of 2D masses with a ∆ρ density contrast relatively to the rest. 
Actually, the gravitational anomaly is defined as the line integral of the components of the 
2D vectorial gravitation along the edge of the mass of a body. 

Fig. 2: Polygonal domain and geometrical entity of the ith edge. 
The integration of the latter equation is rather complex, for the reason that the 

distribution of the density contrast in Ω can be arbitrary, and this is due to the geological 
and geochemical processes. 

For this reason, a rather generic expression for ∆ρ, likely to encompass a large variety of 
geological formations, is given by a double polynomial in x and z [8][9][7][6][10]: 

𝚫𝚫𝜌𝜌(𝑥𝑥,𝑦𝑦) = 𝜃𝜃(𝑥𝑥, 𝑧𝑧) = ��𝑐𝑐𝑖𝑖𝑖𝑖

𝑁𝑁𝑧𝑧

𝑗𝑗=0

𝑁𝑁𝑥𝑥

𝑖𝑖=0

𝑥𝑥𝑖𝑖𝑧𝑧𝑗𝑗 

(8) 
where Nx and Nz represent the maximal force of the polynomial density variation along 
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x and z respectively. 
The cij scalars represent the coefficients of the polynomial law. They can be estimated 

from the given and known points by means of a least squares approach (Johannes e Smilde 
2009) [16]. In [11] the treatment is generalized to the case of Nx+Nz=3, that can easily be 
generalizable case Nx+Nz>3. To simplify the successive developments, we have introduced 
the bidimensional vector ρ = (x, z) and Kz (0,1). So that equation (7) has been rewritten as: 

𝒈𝒈𝒛𝒛(𝒐𝒐) = 2𝐺𝐺 �
𝜽𝜽(𝜌𝜌)(𝜌𝜌 ∙ 𝐾𝐾𝑧𝑧)

𝜌𝜌 ∙ 𝜌𝜌
Ω

𝑑𝑑𝑑𝑑 

(9) 
which demonstrates that the previous integral can be expressed as a line integral 

extended to the ∂Ω edge of Ω. As a consequence, equation (8) has been rewritten, that is to 
say the general expression of the density of contrast, using second and third order tensors: 

𝜃𝜃(𝜌𝜌) = 𝜃𝜃0 + 𝒄𝒄 ∙ 𝝆𝝆 + 𝑪𝑪 ∙ 𝑫𝑫𝝆𝝆𝝆𝝆 + ℂ ∙ 𝔻𝔻𝜌𝜌𝜌𝜌𝜌𝜌 

(10) 
which leads to the expression: 

𝒈𝒈𝒛𝒛(𝒐𝒐) = 2𝐺𝐺�𝜃𝜃0𝑑𝑑𝜌𝜌Ω + 𝒄𝒄 ∙ 𝒅𝒅𝝆𝝆Ω + 𝑪𝑪 ∙ 𝑫𝑫𝝆𝝆𝝆𝝆
𝛀𝛀 + ℂ ∙ 𝔻𝔻𝜌𝜌𝜌𝜌𝜌𝜌

Ω � 

(11) 
The analytical expression of the gravitational anomaly obtained in an arbitrary point P in 

terms of contour integral; the algebraic expression of the gravitational anomaly in an 
arbitrary point P; the assessment of the third order tensor, can be obtained by introducing 
the ρ = σ - ω vector, to define the relative position of the generic point σ = (x, z) of Ω 
relatively to P. 

Fig. 3: Representation of the symbols used to assign the contrast density σ and to define the 
position of Ω relatively to an arbitrary point P. 

One obtains: the analytical expression of the gravitational anomaly obtained in an 
arbitrary point P in terms of the contour integral; the algebraic expression of the 
gravitational anomaly in an arbitrary point P; the assessment of third order tensors. One has 
demonstrated that the analytical expression is rigorously conserved whatever the position of 
point O relatively to X. The same property applies in the case when vector ρ is introduced, 
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and in the case of algebraic expressions of the gravitational anomaly [11] 
The formulae illustrated in this paragraph and in the thesis have been codified by the 

authors in a Matlab® programme to control their correctness and robustness. “Model tests” 
of case studies derived from the specialized literature have been applied. In particular, the 
density contrast has been hypothesized to vary separately along the horizontal and vertical 
axes, or along both. In all the examples, the density contrast has been expressed in grams 
per cubic centimeter, while the distances have been expressed in kilometers; the value of 
the gravitational constant G has been assumed to be equivalent to 6,67259x10-11 m3 kg-1 s-2. 

VII. THE GRAVITATIONAL ANOMALY OF POLYHEDRAL BODIES WITH VARIATION OF 
POLYNOMIAL DENSITY

This paragraph further explores the question of the gravitational anomaly associated to a 
polyhedral body having an arbitrary geometrical form and a polynomial density contrast, 
whether horizontally or vertically. The gravitational anomaly is assessed at an arbitrary 
point that does not necessarily coincide with the origin of the frame of reference to which 
the density function is assigned. 

The density contrast is supposed to be at the utmost a third order polynomial, but the 
approach can easily be extended to polynomial functions of superior orders. Gravity is an 
economical instrument to explore and discover natural resources. In this respect, density is 
one of the most diagnosed physical properties of an ore deposit and is also fundamental for 
the prospection of oil and gas. To this day, density has been one of the most difficult 
properties to measure and deduce. 

It is of fundamental importance to efficiently assess the gravitational anomaly associated 
to a body characterized by a complex density distribution, since this represents an important 
task of modelization.  

Because of the mathematical complexity of the problem, the gravitational anomaly of an 
irregular body of which the density contrast is spatially variable has been first calculated by 
approximating the body to a congeries of vertical rectangular parallelepipeds (prisms) in 
which the density is supposed to be constant. 

In alternative to the use of prisms, characterized by complex functions describing the 
density contrast, polyhedra with a simple description of the density contrast have been 
introduced.  

Then progresses were made, but regarding only the linear variation of density. The 
introduction and treatment of more complex density functions in combination with 
polyhedral models have considerably augmented the difficulties of treatment, most of all in 
the search for an analytical solution.  

For 2D bodies with only depth-relative density contrast, Zhou [12] has converted the 
integral of the original domain for the gravitational anomaly into a line integral (LI), by 
using Stokes’s theorem. In particular, he has derived two types of LI for the calculation of 
the gravitational anomaly of bodies. In an ulterior article, Zhou [13] has extended his 
method to account for the functions of density contrast that depended not only on depth, but 
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also on the horizontal variation, or that were both horizontal and vertical. 
The gravitational anomaly in the points of observation different from the origin has been 

subsequently assessed by Zhou [10], since historically the gravitational anomaly was 
calculated only from the origin of the frame of reference. In the same article, Zhou tackled 
the singularity of the gravitational anomaly that occurs when the observation point 
coincides with the vertex of the domain of integration, a problem already discussed by other 
authors. 

A first approach to assessing the gravitational anomaly of bodies characterized by a 
complicated density contrast, also in presence of bidimensional domains, was numerical 
and semi-analytical, based on the use of prisms or 2D geometrical forms. 

Actually, this latter geometrical hypothesis, that can be used to modelize domains 
extending towards the infinite in a single direction, remarkably simplify the mathematical 
treatment of the problem. 

Other authors have transformed the original domain integrals into integrals of inferior 
orders to simplify the adoption of rules of numerical quadrature to assess the gravitational 
anomaly. 

The derivation of analytical expressions to calculate the gravitational anomaly of 
polygonal bodies was recently achieved by D’Urso [15], using first the generalization of 
Gauss’s theorem presented in [3], and then applying it to various problems of geodesy [5] 
[7] [8].

The methodology outlined in [11] has been generalized so as to receive an analytical
expression of the gravitational anomaly for polyhedral bodies with a contrast density 
expressed as a polynomial function of arbitrary coefficient whether in a horizontal or in a 
vertical direction, a problem recently tackled by Ren et al. [14]. The result is obtained by 
first reducing the integral of the original domain to a 2D contour integral, by virtue of 
Gauss’s theorem generalized. Surprisingly, this also allows to demonstrate that the 
expression of the edge integral of the gravitational anomaly is exempt of any singularity 
whatever the position of the observation point relatively to the body. 

In the case of a polyhedral body, the 2D expression of the gravitational anomaly is 
written out as the finite sum of 2D integrals extended to the faces of the same. 

By a further application of Gauss’s theorem generalized, every face integral is reduced to 
the sum of the 1D integrals extended to the vertices of every face. Such 1D integrals are 
valued analytically as products of the positions of the vectors of the vertices at the end of 
every edge and of the scalar coefficients that provide the analysis of the value of the real 
variable integrals. 

Although these latter integrals can exhibit a singularity when the projection of the point 
of observation on one face belongs to an edge, it is demonstrated that such singularities 
produce a contribution of the ith arc to the general expression of the gravitational anomaly 
equal to zero. It follows that the derived expression is deprived of singularity. 

Thanks to an apposite change of variable, it is also possible to deduce from this an 
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advanced algebraic formula expressing the gravitational anomaly in an arbitrary point P, 
which conforms itself to the ordinary situation when P = O. 

It is a noteworthy and interesting fact that the improved expression of the gravitational 
anomaly has been derived without any modification of the density contrast function. The 
enhanced formula has been implemented in a Matlab® code and its accuracy and 
robustness have been assessed by means of numerical comparisons with examples drawn 
from the literature. 

D’Urso illustrates a general approach to express the 3D integrals as 2D integrals 
extended to the faces that constitute the border of Ω. The generality resides in the fact that, 
because of the symmetry of the integrals, the application of Gauss’s theorem can be based 
on a unique formula. Thus is in fact demonstrated the obtention of the result: 

�
𝑘𝑘𝑟𝑟[⨂𝒓𝒓,𝑚𝑚]

(𝒓𝒓 ∙ 𝒓𝒓)3 2�
Ω

𝑑𝑑𝑑𝑑 =
1

𝑚𝑚 + 1
�
𝑘𝑘𝑟𝑟[⨂𝒓𝒓,𝑚𝑚](𝒓𝒓 ∙ 𝒏𝒏)

(𝒓𝒓 ∙ 𝒓𝒓)3 2�
Ω

𝑑𝑑𝑑𝑑  𝑚𝑚 = 0,1, … … 

(12) 
where kr = r ∙ k, n is the 3D unit toward the normal outside at the border of the 

polyhedral body, and [⊗r, m] denotes an appositely defined m rank tensor. 
In conclusion, the application of (12) enables us to rewrite (13) in the following format: 

∆𝒈𝒈𝒛𝒛(𝒐𝒐) = 𝐺𝐺 �𝜃𝜃0𝑑𝑑𝑟𝑟𝜕𝜕Ω +
𝒄𝒄 ∙ 𝒅𝒅𝑟𝑟𝜕𝜕Ω

2
+
𝑪𝑪 ∙ 𝑫𝑫𝑟𝑟𝑟𝑟

∂Ω

3
+
ℂ ∙ 𝔻𝔻𝑟𝑟𝑟𝑟𝑟𝑟

Ω

4
� 

(13) 
This formula is useful to transform the 2D integrals into 1D integrals. 
With a view to obtaining an expression adapted to the programming in Matlab®, formula 

(13) has been perfected for polyhedral domains, since this is by far the most general case
treated in the problems of inverted gravity. The integral relative to the ith face, obtained
through diverse integrations, is assessed by the author as the tensorial product of 2D
vectors:

�
[⨂𝝆𝝆𝑖𝑖 ,𝑚𝑚]

(𝝆𝝆𝒊𝒊 ∙ 𝝆𝝆𝒊𝒊 + 𝑑𝑑𝑖𝑖2)3 2�
F𝑖𝑖

𝑑𝑑𝐴𝐴𝑖𝑖    𝑚𝑚 ∈ [0, 4] 

(14) 
When the gravity measures are carried out in several points and/or when multiple bodies 

are taken into consideration, it is far more convenient to establish an arbitrary frame of 
reference in which the coordinates of each observation point, as well as the density of all 
the bodies, are assigned at the same time. 

Alternately, it is possible to follow the approach outlined by D’Urso [11] and to define 
the position vector r as entering in the definition of the gravitational anomaly as follows: r = 
s – p, where p is the position vector of the point of observation and s is the position vector 
of an arbitrary point belonging to Ω. See for example the following figure. 
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Fig. 4: Representation of the geometrical entities used to assign the density contrast (s) and 
to define the position of Ω relatively to an arbitrary point P. 

With the introduction of vector r into the form just indicated here above, recalling 
formula (5.2) into the form with (s) in place of (r), one gets:  

∆𝒈𝒈𝒛𝒛(𝑃𝑃) = 𝐺𝐺 �
∆𝜌𝜌(𝒔𝒔)𝒓𝒓 ∙ 𝒌𝒌
(𝒓𝒓 ∙ 𝒓𝒓)3 2�

Ω

𝑑𝑑𝑑𝑑 

(15) 
which in the case of multiple observation points can be written as: 

∆𝒈𝒈𝒛𝒛(𝑃𝑃𝑖𝑖) = 𝐺𝐺� �
∆𝜌𝜌�𝒔𝒔𝒋𝒋�𝒓𝒓𝒋𝒋 ∙ 𝒌𝒌

�𝒓𝒓𝒋𝒋 ∙ 𝒓𝒓𝒋𝒋�
3
2�

Ω𝑖𝑖

𝑁𝑁𝐵𝐵

𝑗𝑗=1

𝑑𝑑𝑑𝑑 

(16) 

in which Ωj is the domain of the jth body, NB is the number of bodies to analyze and the 
jth position vectors individuate each time the position vector of points Pi relatively to the 
assigned frame of reference with its origin in an arbitrary point O. 

VIII. NUMERICAL SOLUTIONS FOR DETERMINING
THE EFFECTS OF GRAVITY FOR DIGITAL MODELS
OF THE DTM TERRAIN

IX. ASSESSING THE EFFECTS OF GRAVITY FOR DIGITAL 
MODELS OF CONSTANT DENSITY DTM TERRAIN.

To calculate the gravitational potential, a Matlab® code has been implemented, in which 
the gravitational constant, the terrestrial density, the dimensions of the side-graduation grid, 
and the coordinates of the point attracted by the mass of the DTM, which vary on a case-
by-case basis in the test numerals. The tests have been conducted on the DTM of an area in 
the southern zone of the Comune of Cassino. The gravitational constant is equal to G = 
6.67259·10-11m3kg-1sec-2, the terrestrial density, by hypothesis considered initially constant 
is equal to 2.670 kg/m3. 

The points that constitute the grid are defined from cartographic coordinates (E, N, H) 
expressed in meters. The calculation of the gravitational effects has been carried out on 20 
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attracted points. Successively, the coordinates of the points of the DTM under study are 
uploaded from ASCII format files, and all the possible faces of the element chosen for the 
modelization from text files. 

Fig. 5: DTM Cassino south 

Fig. 6: Position of the attracted points on the Cassino south DTM 
In Figure 6 the red circles characterize the zero-elevation attracted points, the yellow 

circles the points whose vertical datum coincides with that of the DTM, and the bicolor 
yellow/red circles coincide planimetrically with the coordinates of the DTM but with a 
different elevation. 

The DTM that covers and area of 10 km x 10 km, given a spacing of 20 meters along 
both axis x and axis y (i. e. E and N), has been discretized into 250,000 prisms and 
polyhedra. For the various attracted points, defined in Table 1, relatively to the attracting 
masses represented by all the prisms and polyhedra that form themselves on the 250,000 
point that constitute the DTM, every test calculates the potential and its vertical gradient. 
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TABLE I: Coordinates of the 20 attracted points 

Following the approach for the two different modelizations, the prismatic and the 
polyhedral (Figure 7), the values of the potential are given in the following table (Table 2). 

 a) 6 faces prismatic   b) 12 faces polyhedral 

Fig. 7: Modelization tipology

The results demonstrate that the difference between the two modelizations has been quasi 
null, i. e. of the order of 10−12 – 10−14; besides, it appears that, also for the values of the first 
derivative of the potential given in the table (Table 3), the results present certain differences 
between the two null modelizations, of the order of 10−14 – 10−17. 

Concerning the values of the potential calculated for the whole DTM, the highest values 
have been obtained in precise correspondence with the points of highest quote. The 
calculating duration for the modelization of the prismatic DTM elements are about 1.5 
times lower than those required for the polyhedral modelization. 

TABLE II: Values of the constant density potential and difference between the prismatic 
and polyhedral modelizations 
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The example just illustrated and documented is relative to the application of the analytic 
method to a real case, with a view to calculating the effects of gravity in determined points 
of the terrestrial surface. More particularly, both the prismatic and the polyhedral 
modelizations have been studied as the elements of a digital model of the terrain, by 
applying the formulae of the potential, of the acceleration of gravity (first derivative of the 
potential), and of its variation (second derivative of the potential). The applied formulae, 
implemented in a Matlab® code, have proved efficient to the point of resolving the 
singularities that, by contrast, frequently appear in the literature on analogous cases. 

TABLE III: Values of the first derivative of the constant density potential and difference 
between the prismatic and polyhedral modelizations. 

X. ASSESSMENT OF THE GRAVITATIONAL POTENTIAL AND GRAPHIC 
REPRESENTATION FOR POLYNOMIAL DENSITY DTM 

The formulae proposed in chapter 6 of the thesis, obtained by considering variable 
density as the 4th degree polynomial law, have been codified in the Matlab® environment 
and applied to the case study of the Cassino DTM, calculating the gravitational effects, with 
the relative graphic representations. The coefficients of the polynomial have been drawn 
from references in the literature [17] (Karcol) and adapted to the Z component of our 
concern. 

The reference DTM of the comune of Cassino, provided by the IGM (Istituto Geografico 
Militare), is characterized by a 20 m x 20 m grid pattern covering an area of 10 km x10 km. 

The grid is constituted of 500 x 500 points distributed along the x and y axes, defined by 
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cartographic coordinates (E, N, H), expressed in meters in the geodetic frame of reference 
ED50 in the UTM representation (contained in an ASCII format text file). 

The modelization adopted for the discretization of the DTM is polyhedral. Given a frame 
of reference OXYZ, with the X coordinate corresponding to the East, the Y coordinate to 
the North, and the Z coordinate to the altitude, the generic polyhedron, composed of 8 
nodes (see Figure 8), is subdivided into 7 faces, each face being characterized by an 
outgoing unit vector ni perpendicular to the surface: 

• F5 base face, nodes [1 4 3 2] at elevation z=0,00 m, perpendicular -z (Figure 8a);
• F1, F2, F3 and F4 lateral faces (Figure 8b and Figure 8c);
• top face subdivided into two triangular faces F6 and F7 with perpendicular +z.
The top faces are adapted to the elevation of the DTM nodes, so as to improve the

accuracy of the discretization, thus rendering the model more realistic. 

Fig. 8: Modelization tipology 
So, the distribution of the masses of attracting terrain are subdivided into “finite 

elements” and the variable density is considered on a case-by-case basis as follows: 
1. constant density:
δ(z) = 1743.957 [kgm−3]
2. variable density with variable function:
δ(z) = 1743.957−0.768z
3. variable density with square function:
δ(z) = 1743.957−0.768z−0.722 · 10−3z2

4. variable density with cubic function:
δ(z) = 1743.957−0.768z−0.722 · 10−3z2 −5.097 · 10−7z3

5. variable density with fourth degree polynomial:
δ(z) = 1743.957−0.768z−0.722 · 10−3z2 −5.097 · 10−7z3 −1.685 · 10−10z4

To guarantee a good representation of the gravitational effects of the 10 km x 10 km
DTM area, the calculation should be carried out for a high number of attraction or 
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observation points, which would prove burdensome from the computational point of view, 
so this phase of the analysis has been focused on an advanced study of a limited portion of 
the Cassino DTM (Figure 9). 

Fig. 9: 2 km x 2 km DTM portion extrapolated from 10 km x 10 km DTM 
The object of study is a central portion of the DTM covering a 2 km x 2 km area, 

composed of a grid of 101 x 101 points, corresponding to the vertices of the top face of the 
polyhedra.  

As can be observed from Figure 10, the spacing of the nodes in the grid, provided by the 
IGM, amounts to 20 meters, while for the observation points along axes x (E) and y (N), 
localized on the surface of the DTM, the spacing is of 60 meters. 

Fig. 10: Polyhedra typology 
Angle polyhedron 
Edge polyhedron 

Internal polyhedron 
2 km x 2 km DTM portion extrapolated from 10 km x 10 km DTM2 km x 2 km DTM portion 

extrapolated from 10 km x 10 km DTM 
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Fig. 11: 2 km x 2 km DTM portion and observation points grid 

Thus, a grid of 34x34=1156 observation points is obtained, and at these points the 
variable density gravitational potential is calculated with a 4th degree polynomial function. 

The potential is obtained by the following volumetric integral: 

(17) 
which is reconducible to various surface integrals, and each of these to linear integrals, 

through the application of Gauss’s theorem. This allows to obtain formulations that can be 
used to assess in analytical form the gravitational effects, relatively to the coordinates of the 
vertices of the border of the attractive mass. 

As a result, the DTM is subdivided into (n − 1)2 = (101 − 1)2 = 10000 polyhedra. For 
each polyhedron with a top face subdivided into two triangular faces, 70,000 2D surface 
integrals should calculated, so, on the whole, for a grid of 34x34=1156 observation points, 
a total of 1156x70000= 80920000 surface integrals, which is a very burdensome calculation 
from the computational point of view. According to the position of the polyhedra in the 
discretized DTM (Figure 10 – Polyhedra typology), it is possible to bypass the calculation 
of the 2D integrals in the polyhedra that present joint vertical faces with other polyhedra. In 
fact, the faces are characterized by perpendicular unit vectors of opposite sign, that give a 
null overall result in calculation. The calculation of the integrals is bypassed for 2 faces of 
the angle polyhedra, for 3 faces of the edge polyhedra, and for the 4 vertical faces of the 
internal polyhedra. 

This allows to reduce the number of integral calculations by 30,400 for each observation 
point, and therefore the time of elaboration. For the 34x34 observation points assessed, the 
values of the gravitational potential of the DTM portion are assessed, according to the 
variation of density, as shown in the following table with the related graphic representations 
and two sections along axes x and y, corresponding to the value of maximum potential, 
localized in the point of the DTM terrestrial surface, at the highest elevation.  

For constant density, δ(z) = 1743,957 [kgm−3]: 
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Fig. 12: Graphic representation of the constant density Potential 

For linearly variable density, δ(z) = 1743.957−0.768z : 

Fig. 13: Graphic representation of the linearly variable density potential 

For density varying with square function, δ(z) = 1743.957−0.768z−0.722·10−3z2: 
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Fig. 14: Graphic representation of the density potential with square function variation 
For density varying with cubic function, δ(z) = 1743.957−0.768z−0.722 · 10−3z2 − 5.097 

· 10−7z3:

Fig. 15: Graphic representation of the density potential with cubic function variation 
For density varying with 4th degree polynomial,  
δ(z) = 1743.957 − 0.768z − 0.722 · 10−3z2 −5.097 · 10−7z3 −1.685 · 10−10z4: 
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Fig. 15: Graphic representation of the density Potential with 4th degree polynomial variation 

XI. CONCLUSIONS 

The thesis addresses and develops the theme of the applications of computational 
methods in geodesy aiming at the analytic calculation of the effects of gravity, of the 
gravitational potential and its first and second derivatives, due to the determined 
distributions of masses in discretizable bodies with prismatic and polyhedral models, and a 
density either constant or variable according to a polynomial function of determined degree. 

Potential Theory mathematically describes not only the gravitational attraction, but also a 
vast series of phenomena, including magnetostatic and electrostatic fields, fields generated 
by uniform electric currents, constant heat transfer through a homogenous conductor, the 
constant flux of ideal fluids, the behavior of elastic solids, the unstable movement of the 
water wave, and the theory of complex functions. 

Gravitational attraction is what is at stake in the scope of this study. It constitutes a 
vectorial field, but geophysical instruments generally measure only one component of the 
vector, and this single component constitutes a scalar field.  

The principal component of gravity measured by gravimeters and used in most gravity 
analyses is the intensity Fz of the force per mass unit on the vertical axis, which in the 
literature is often indicated by the special symbol g. Recent advancements in the 
measurement of gravity and in the realization of instruments and processes have renewed 
the interest in the usefulness of utilizing vectorial components and the gradients of their 
tensors. The components of the tensor gradient are useful to improve the identification and 
the resolution of abnormal sources. 

The effects of gravity in tridimensional and bidimensional idealized bodies can be 
determined by means of the calculation of tridimensional integrals imposing determined 
conditions to the contour. 

A profuse literature provides the values of the effects of gravity for bodies diversely 
modelized by means of equations that are affected with errors due to limited basic 
assumptions. Generally, the effects of gravity on an extended and variably articulated body 
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are determined by subdividing the body into slices and by summing up the effects of all the 
slice sections relatively to the observation point. Thus, the tridimensional problem becomes 
bidimensional. The linear integration method has been adopted since the 1960’s. However, 
numerical integration proves easier with the Gaussian quadrature method.  

From the interactive relationship between gravitational field and gravitational potential, 
by using the Divergence theorem, one obtains Poisson’s equation, which allows to 
determine the gravitational potential from the density of mass distribution. The resolution 
of Poisson’s equation cannot forgo the correct use of boundary conditions, i. e. that the 
potential becomes null when the distance from the mass becomes infinite. In fact, from 
Poisson’s equation, integrating side to side on an arbitrary volume containing a mass M, 
and applying the Divergence theorem, one obtains Gauss’s theorem, which allows to 
determine the flux of the gravitational field through a closed surface S containing a 
determined mass M. However, Gauss’s theorem univocally relates the integral of the source 
to the mass but says nothing of the characteristics or of the distribution of the mass itself. 

The difficulty consists in seeking to approximate complicated geological formations 
through geometrical forms, these forms themselves being sufficiently simple to make it 
possible for the volume integral, obtained by the elaboration of the integral of Gauss’s 
theorem, to be calculated automatically. The point is essentially to simplify the 
apprehension of gravitational sources and the hypothetical source divided into N parts. 

A sequence of rectangular prisms provides a simple way to approximate the volume of a 
determined mass. If each prism is small enough, it can be presumed that each one of these 
has a constant density. Then, by the principle of superimposition, the body’s gravitational 
anomaly in any point could be approximated by summing up the effects of all the prisms.  

Although it is conceptually simple, the approach just mentioned would not be feasible. In 
fact, the geological formations are often difficult to modelize with rectangular blocks. 
Besides, the calculation is not facilitated, because if the densities of the neighboring prisms 
are identical, it is useless to include their interface in the calculation. 

A more practical method has successively been described by Talwani and Ewing. Their 
technique is close to the modelization of a body consisting of a stack of infinitely subtle 
slices. The form of each slice is approximated to a polygon and the polygonal confines of 
the individual slices can be taken from topographic contour maps. A more useful way of 
approximating geological situations is to substitute simplified polygons for the forms of the 
transversal sections of bidimensional bodies. 

The effects of the gravity of idealized tridimensional and bidimensional bodies can be 
determined by means of the calculation of integrals imposing determined conditions to the 
contour. Generally, the effects of gravity on an extended and variably articulated body are 
determined by subdividing the body into slice sections and by summing up the effects of all 
the sections relatively to the observation point. 

The 2D and 3D sources have been widely modelized, respectively by using vertical slices 
and vertical stacks of horizontal slices cutting through a body of irregular form. In both 
cases, the slice is approximated to a polygon with linear edges, of which the gravitational 
effect completely involves the geometrical elements described by the coordinates of the 
final point of the linear element. 

The stretched source of finite length is widely used for the interactive modelization of the 
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gravitational vector and of the components of the vectorial tensors. Gauss’s law and 
Laplaces’s and Poisson’s equations are useful to understand the nature of the fields. 

However, the analytical expressions formulated in the past by various authors generate 
singularities when the calculation of the potential is determined correspondingly to the 
vertices of the prism. A similar situation is verified whenever the object of study is a 
polyhedral body. Recent formulations have been elaborated for the calculation of the 
potential and of its gradient in the case when observation point P coincides with a vertex on 
the prismatic body. The formulae obtained, thanks to the application of Gauss’s theorem, 
show how to consider these singularities in the most relevant way. 

The formulae given in chapter 4 have been the object of computational application for 
the calculation of the gravitational effects for a prismatic or polyhedral body; the results did 
not contain any singularities. 

The approach taken to calculate the gravitational effects of polyhedral bodies with 
uniform density can be extended to the case of bodies with linearly variable density, by 
attentively assessing the relative singularities. The constant density polyhedron has been 
repeatedly analyzed. However, the constant mass hypothesis is hardly realistic. For 
example, it is invalided by the fact that a sedimentary basin, in the course of its geological 
history, has undergone a compacting, by reason of which the density generally increases 
with depth. This consideration has led various authors to study the gravitational effects 
produced on bodies with a linearly variable density in two or three dimensions. 

Furthermore, from vertical depth-relative density variations, various authors have begun 
to address more complex distributions of density, whether vertical or horizontal. The 
problem of the modelization of bodies has acquire fundamental importance, so much so that 
the modelization of prismatic bodies has been followed by the modelization of polyhedral 
bodies.  

The documented approaches address whatever sources of singularities independently 
from the position of observation point P relatively to the prismatic or polyhedral body. The 
documented applications of computational methods prove more efficient in terms of 
calculation and running time, comparatively to the analogues found in scientific literature. 

Computational approaches relative to polyhedral bodies for the determination and 
assessment of gravitational effects are based on repeated applications of Gauss’s theorem. 
The effects of the singularities that occur in the development of the calculations can be 
tackled without any a posteriori necessity to introduce corrective coefficients in the final 
formulae, as often happens in so many approaches that can be found in the literature. 

More particularly, it is demonstrated that, except for calculation of the second derivative 
of the potential, the singularities can be eliminated, both for the gravitational potential and 
for its first derivative.  

The studied analytical formulae have allowed to determine the effects of the gravity of 
polyhedral bodies as the sum of unidimensional integrals extended to their sides. 

The formulae indicated for the calculation of the potential and of its first and second 
derivatives are always well defined, unless the observation point belongs to line containing 
an edge of the polyhedron; in fact, in this case the second derivative of the potential shows 
a singularity. 
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The examined analytical formulae have been implemented in Matlab® codes. The codes 
have been initially validated by means of the execution of basic tests, successively used in 
the calculation of the effects of gravity induced from polyhedral models, in growing order 
of complexity. 

The approaches identified in the sections of the thesis, based on distribution theory and 
differential calculus, have also been used to address and resolve the singularities concerning 
the integrals necessary to calculate the gravitational effects of variable density polyhedral 
bodies. 

As far as it is examined and improved in the section relative to numerical solutions for 
the determination and calculation of the effects of gravity for Digital Terrain Models 
(DTM), the procedure is based on the repeated application of Gauss’s theorem, applied to 
domains represented in polyhedral form, as it has been extensively indicated in chapter 8. 

The code of calculation implemented in Matlab® has been tested and specifically applied 
to the case of the DTM of a geographical area in the southern zone of the territory of the 
comune of Cassino. 

In particular, both the prismatic and the polyhedral modelizations of the terrain have been 
examined, for the available elements of the digital model of the terrain, for which the values 
of the potential and of its first derivative have been obtained. 

The results obtained by means of the algorithm in the Matlab® environment have 
demonstrated that the implemented formulae are particularly efficient, to the point of 
resolving the singularities that, on the contrary, frequently appear in the literature on similar 
cases. 

The results have been obtained both in the hypothesis of a constant density of the terrain, 
and in the hypothesis of a density varying according to a polynomial function up to the 4th 
degree. 

The polyhedra used for the discretization of the terrain have been subdivided into seven 
faces, so as to obtain a better accuracy of the calculations. 

The potential calculated for the 1,156 observation points, by means of applying Gauss’s 
theorem, is reconducible to the calculation of numerous surface integrals, and, successively, 
to the calculation of numerous linear integrals. 

All in all, 30,400 integrals have been calculated, taking advantage of the possibility to 
forgo the calculation of those integrals that concerning faces in common with other 
polyhedra, characterized by outgoing perpendicular unit vectors of opposite sign. 

The values of the potential and of the first order derivative (gravity; g) have been 
calculated for the points of a 10 km x 10 km wide DTM, on the basis of a constant density 
prismatic and polyhedral modelization. 

Moreover, for a reduced, 2 km x 2 km wide DTM, on the basis of a prismatic 
modelization, the values of the potential and of the first derivative have been calculated for 
1,156 observation points (attraction points) characterized by variable density values. 

Finally, corresponding to the value of the maximum potential, localized in the highest 
point, the graphic representations and 2 sections, along axes x and y, have been elaborated 
for all the cases under study and characterized by density values either constant or variable 
according to a polynomial function up to the 4th degree. 
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The first derivative of the potential has been represented for values of constant and linear 
density. 
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Abstract 

The aerobic fermentation of syngas, generated through the pyrolysis of municipal 
sewage sludge, for the purpose of producing value-added products like microbial protein 
(MP), holds the potential to open new horizons in biorefinery approaches for wastewater 
treatment plants. In this regard, this study aimed to investigate the capability of a mixed 
community of hydrogen-oxidizing bacteria (HOB) to convert a synthetic syngas with 
varying H2/CO2 ratios, along with increasing concentrations of H2S and CO, into MP. 
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Remarkably, no inhibition of the enriched HOB culture within H2/CO2 ratios ranging from 
2 to 10, H2S concentrations up to 0.4%, and CO concentrations up to 40%, was observed. 
Moreover, this process exhibited consistent performance over an extended period of 30 days 
and resulted in the production of MP containing as much as 65% protein content in biomass. 

Index Terms 

Aerobic syngas fermentation; biorefinery; hydrogen-oxidizing bacteria; resource recovery; 
sewage sludge pyrolysis; single cell protein 

I. INTRODUCTION

Large quantities of municipal sewage sludge (MSS) are generated globally each year, 
resulting in significant operational expenses for wastewater treatment plants (WWTPs) and 
environmental concerns [1]. Pyrolysis allows not only MSS treatment and reduction, but also 
transforms it into syngas, a gas mixture primarily composed of H2, CO, and CO2. This syngas 
can be further utilized to produce valuable products like microbial protein (MP) [2], a protein-
rich material (up to 80% protein content by weight) obtained from microbial biomass. MP 
serves as an alternative protein source for both feed and food, as well as for the production 
of biopolymers and slow-release fertilizers [3]. Hydrogen-oxidizing bacteria (HOB) can 
grow on gas mixtures of H2, O2 and CO2, accumulating proteins in concentrations of up to 
75% by weight. This makes HOB crucial in developing a syngas-to-MP process [4]. 
However, MSS-derived syngas exhibits variable compositions, with H2/CO2 ratios ranging 
from 0.1 to 10.0, and may contain inhibitory gases like H2S and CO in concentrations as high 
as 2000 parts per million by volume (ppmv) and 40% by volume (v/v), respectively [5–8]. 
The ability of HOB to ferment gases with high H2S concentrations remains unexplored, while 
only a few studies have examined pure HOB cultures exposed to CO concentrations as high 
as 30% v/v [9]. In this study, a mixed culture of HOB was enriched, and its performance 
during aerobic fermentation of simulated MSS-derived syngas, with realistic H2, CO2, CO, 
and H2S concentrations and ratios, was evaluated. During the experiments, gas consumption, 
biomass concentration (as volatile suspended solids (VSS)), biomass yield on chemical 
oxygen demand (COD) H2 equivalents (H2-COD), biomass productivity, and protein content 
in biomass, were monitored. Additionally, the microbial community evolution in the enriched 
HOB culture was assessed. 

II. MATERIALS AND METHODS

Active compost was employed as inoculum source for the enrichment of HOB. The 
enrichment was conducted in 306 mL serum bottles partially filled with 40 mL of mineral 
medium prepared according to [10]. A mixture of H2/O2/CO2 in a 65/20/15 volumetric ratio 
was injected in the headspace of each bottle [11] up to an initial pressure of 1.5 bar. The 
enrichment was agitated at 600 rotations per minute (rpm) at a temperature of 30 °C. During 
the enrichment phase, the culture and gas substrate were periodically diluted and refreshed, 
achieving a stable growth after 5 weeks. The enriched HOB culture was then employed in 
two different series of batch aerobic fermentation tests, aimed to the evaluation of the effect 
of specific syngas compositions. In the first series of batch tests, the effects of different 
syngas mixtures characterized by H2/CO2 ratios of 2.0, 4.3, and 10.0, H2S concentrations from 
2000 to 8000 ppmv, and CO concentrations from 10 to 40 % v/v, were evaluated in short-
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term applications (48 h). In the second series of batch tests, a 30 days-long observation of the 
effects of CO concentrations of 10 and 40 % v/v, and those of a mixed condition with CO at 
10% v/v and H2S at 2000 ppmv, was conducted by refreshing the gas and liquid phase of 
each bottle on a 48-96 h basis. 

III. RESULTS AND DISCUSSION

A. Short-term batch tests
The short-term batch tests helped in screening the performances of the enriched HOB

culture in the presence of variable syngas compositions. H2/CO2 ratios variable between 2 
and 10 caused no differences in terms of biomass yield and final concentration (0.14-0.16 g 
VSS/g H2-COD and 0.53-0.57 g VSS/L, respectively), as well as for protein content of 
biomass (62-66 %VSS) and H2 consumption (83-87%). A significatively higher CO2 
consumption (90%) was observed for H2/CO2 = 10, enlightening a more efficient CO2 
recovery as MP from syngas with high H2/CO2 ratios. The addition of H2S and CO in 
concentrations up to 4000 ppmv and 40 % v/v, respectively, had no significant impact on the 
HOB culture, revealing its remarkable resistance towards these inhibitors. No negative effect 
came from H2S and CO on biomass protein content as well, with values varying in the ranges 
of 39-56 %VSS and 53-59 %VSS in the H2S and CO concentration tests, respectively. 

B. Long-term batch tests
During the long-term batch test, CO concentrations as high as 10 and 40 % v/v (conditions

CO10 and CO40, respectively), and the simultaneous exposure to CO and H2S in 
concentrations of 10 % v/v and 2000 ppmv, respectively (condition CO10+H2S) (Fig. 1), had 
no negative influence on the process. Biomass yield on H2 for CO40 was significatively 
higher with respect to the other conditions, due to H2-limiting conditions occurring with a 
lower H2 supply. The microbiological analysis of the HOB culture before and after the long-
term test revealed the determinant role played by its mixed composition. CO-tolerant HOB, 
such as Advenella kashmirensis, Hydrogenophaga, and Xanthobacter autotrophicus, 
sustained the fermentation process even at CO concentration of 40% v/v, when the genus 
Paracoccus (the most abundant for lower CO concentrations) was inhibited. The HOB mixed 
culture showed a high degree of resistance to H2S and CO as never reported before in 
literature for pure/axenic HOB cultures. 

The results of this study suggest that mixed HOB cultures could drive aerobic syngas 
fermentation even by directly employing raw syngas, with stable process performances and 
the production of MP with remarkable protein content up to 65 %VSS. These outcomes could 
positively influence the costs and technical feasibility of the syngas-to-MP route applied to 
MSS management. 
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Fig. 1: Results of the long-term batch test in terms of A) average final biomass 
concentration and biomass yield, B) average volumetric productivity, and C) biomass 

protein content. *: statistically different value (p value < 0.05). 

REFERENCES 
[1] N. Gao, K. Kamran, C. Quan, P.T. Williams, Thermochemical conversion of sewage sludge: A critical 
review, Prog Energy Combust Sci. 79 (2020) 100843.
[2] X. Sun, H.K. Atiyeh, R.L. Huhnke, R.S. Tanner, Syngas fermentation process development for production
of biofuels and chemicals: A review, Bioresour Technol Rep. 7 (2019) 100279.
[3] M. Areniello, S. Matassa, G. Esposito, P.N.L. Lens, Biowaste upcycling into second-generation microbial 
protein through mixed-culture fermentation, Trends Biotechnol. (2022).
[4] S. Matassa, S. Papirio, I. Pikaar, T. Hülsen, E. Leijenhorst, G. Esposito, F. Pirozzi, W. Verstraete, 
Upcycling of biowaste carbon and nutrients in line with consumer confidence: the “full gas” route to single cell 
protein, Green Chemistry. 22 (2020) 4912–4929.
[5] N. Gao, J. Li, B. Qi, A. Li, Y. Duan, Z. Wang, Thermal analysis and products distribution of dried sewage 
sludge pyrolysis, J Anal Appl Pyrolysis. 105 (2014) 43–48.
[6] R. Han, C. Zhao, J. Liu, A. Chen, H. Wang, Thermal characterization and syngas production from the 
pyrolysis of biophysical dried and traditional thermal dried sewage sludge, Bioresour Technol. 198 (2015) 276–
282.
[7] A. Jaramillo-Arango, I. Fonts, F. Chejne, J. Arauzo, Product compositions from sewage sludge pyrolysis in
a fluidized bed and correlations with temperature, J Anal Appl Pyrolysis. 121 (2016) 287–296.
[8] S. Xiong, J. Zhuo, B. Zhang, Q. Yao, Effect of moisture content on the characterization of products from 
the pyrolysis of sewage sludge, J Anal Appl Pyrolysis. 104 (2013) 632–639.
[9] Y. Jiang, X. Yang, D. Zeng, Y. Su, Y. Zhang, Microbial conversion of syngas to single cell protein: The 
role of carbon monoxide, Chemical Engineering Journal. 450 (2022) 138041.
[10] J. Yu, A. Dow, S. Pingali, The energy efficiency of carbon dioxide fixation by a hydrogen-oxidizing
bacterium, Int J Hydrogen Energy. 38 (2013) 8683–8690.
[11] S. Matassa, W. Verstraete, I. Pikaar, N. Boon, Autotrophic nitrogen assimilation and carbon capture for 
microbial protein production by a novel enrichment of hydrogen-oxidizing bacteria, Water Res. 101 (2016)
137–146.

174



The effect of settlements on the 
seismic vulnerability of masonry 

panels 
Marina Serpe1, Maura Imbimbo1, Valentina Tomei1, Ernesto Grande2 

1 University of Cassino and Southern Lazio, 
Italy, Cassino,  

2 University of Guglielmo Marconi, 
Rome, Italy. 

Abstract 
Foundation settlements in masonry buildings often produce widespread and/or 

concentrated damage to the structures that can result in a significant reduction in 
their capacity with respect to both vertical loads and seismic actions. There are 
many simplified methods in the literature for assessing the effects of subsidence 
on masonry structures, however, these approaches do not explicitly take into 
account the complex geometries, materials and masonry typology that characterize 
historic buildings. Based on these premises, this paper focuses on the in-plain 
seismic response of masonry buildings subjected to settlements, with specific 
reference to two-dimensional homogenized continuum masonry panels using a 
model based on damage mechanics. For this purpose, nonlinear static FEM 
analyses were carried out in Abaqus CAE. The validation of the model has been 
performed on literature experimental tests of masonry panels. Then, parametric 
pushover and push-down analyses were carried out to evaluate the influence of 
different parameters in the in-plane capacity of the buildings: i.e. geometry (such 
as height and length) and settlement profiles. Two types of analysis were carried 
out: pushover analysis on masonry walls subjected only to horizontal load; push-
down and pushover analysis on the same panels previously damaged by 
settlements subjected to the equal seismic action. The reduction of the seismic 
resistance due to settlements has been evaluated by comparing the force-
displacement curves obtained from the push-over analyses of the walls with and 
without settlement applications. Finally, push-down curves are defined to evaluate 
the damage of masonry structures in the case of settlements, capacity curves which 
relate the vertical reaction and the displacement at a control point are used to 
quantify the values of settlement corresponding to different damage states. 

Index Terms 

Masonry, settlements, seismic vulnerability, pushover analysis, FEM analysis. 
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I. INTRODUCTION

Unreinforced masonry buildings, particularly widespread in historic centers 
of Italian and European small and medium towns, are often characterized by a high 
vulnerability toward seismic actions shown by damages and collapses due to the 
activation of in-plane and/or out-of-plane failure mechanisms. Moreover, historic 
masonry structures are often damaged by soil settlements and ground movements, 
often caused by the current increase in urban tunneling and underground 
excavation. The occurrence of free-field settlements can lead to damages to the 
buildings [1], which could particularly affect their vulnerability toward seismic 
actions [2]. From this discussion, it is clear the importance of considering the 
influence of soil settlements on the seismic response of masonry buildings.   

 In literature, different simplified methods are proposed for the assessment of 
the effects of settlements on masonry structures [3-6], which model masonry walls 
as equivalent beams and correlate the damage with the maximum tensile 
deformations. These approaches do not take into account the wide variety of 
geometric and mechanical characteristics, nor the construction techniques that 
significantly influence the behavior of the panels.  Given the complexity and the 
uncertainties that affect the structural properties of historical masonry buildings, 
it is important to adopt a modeling strategy that can accurately describe the 
response while being simple and based on few mechanical parameters. 

II. VALIDATION OF THE PROPOSED NUMERICAL MODEL
In this work, a 2D finite-element approach, which takes into account the non-

linear behavior of the material, is implemented in the Abaqus CAE environment. 
Masonry panels are modeled as homogenized continuum shell elements and their 
mechanical behavior is described with the analytical material model called 
Concrete Damaged Plasticity (CDP) [7]. This model is based on damage 
mechanics: it was created to describe the plastic properties of concrete [8] but can 
be used to model quasi-brittle materials like masonry [8–10]. The parameters 
required to define the yield surface employed by the CDP model are the dilation 
angle (10°); the flow potential eccentricity (0.1); the ratio between the initial 
biaxial compressive yield stress and the initial uniaxial compressive yield stress 
(1.16); the ratio of the second stress invariant on the tensile meridian to that on the 
compressive meridian (0.666); the viscosity parameter (0.002) [11]. Two different 
constitutive laws in compression and tension can be defined. In both cases, the 
constitutive behavior follows a linear elastic response with a slope equal to Young 
modulus until the yielding stress and the ultimate tensile strength respectively; 
then a softening behavior is implemented once crushing is attained in compression 
and the ultimate deformation is reached in traction. The parameters are 
summarized in Table 1.  
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TABLE I: Mechanical parameter for the numerical simulation 

E ν fc εc ft εt 

3900 0.2 9 0.01 0.3 0.008 

At first, the model is validated on tests on masonry shear walls carried out by 
Raijmakers and Vermeltfoort in 1992 [12]. The specimen was a full panel with a 
width of 990 mm and a height of 1000 mm. It presented 18 courses of Josteen solid 
clay bricks (204 x 98 x 50 mm3) and 10 mm thick mortar. The wall was subjected 
to an initial vertical uniformed distributed load of different intensities (0.30, 1.21, 
2.12 N/mm2) and then to a horizontal load monotonically increased under 
displacement control until failure, applied at the top of the panel. The comparison 
between the experimental and numerical results (Fig. 1) indicates that the model 
successfully captures the masonry behavior, both in terms of failure load and 
damage pattern. Initially, horizontal tension cracks appear at the top and bottom of 
the wall. As the applied deformation increases, a diagonal shear crack develops, 
ultimately leading to collapse [13]. In terms of pushover curve, the model 
accurately predicts the base shear capacity and both pre-peak and post-peak 
behaviors. 

Fig. 1: a) Comparison of damage status, b) Experimental and numerical 
capacity curves [13] 
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III. PARAMETRIC ANALYSIS
In order to investigate the influence of soil settlements on the response of 

masonry walls to seismic events, this work explores the possibility of employing 
force-displacement-based assessment methods to evaluate the seismic 
performance of existing structures under differential settlements. To this aim, 
pushover analyses on masonry panels are developed by considering different 
settlement profiles (diffused along the base and concentrated in a part of the base) 
and different geometries by varying height H and thickness t.  

D. The effect of diffused settlements
A widespread parabolic differential settlement was applied across the entire

base of the wall, with a maximum value at the midpoint of 10 mm. A monotonically 
increasing horizontal load was applied to the damaged wall and the pushover 
curves were obtained. The results were compared with the pushover curves 
evaluated for the undamaged masonry walls with the same geometrical 
configurations (Fig. 2). The pushover curves indicate that the variation in thickness 
does not significantly affect the percentage reduction in maximum seismic 
resistance due to settlements, with respect the case without settlements; it remains 
approximately at 10% in all cases (Fig. 2.a). Walls with a ratio between the base B 
and the height H (B/H) ratios less than 1 show results consistent with those obtained 
by varying the wall thickness, with a reduction slightly below 10%. (Fig. 2.b). On 
the contrary, the walls with a B/H ratio greater than 1 are more vulnerable to 
sagging settlements, showing a reduction of strength ranging from 20% to 50% 
(Fig. 2.b). In all cases, the presence of settlements strongly reduces the pre-peak 
slope of the curves.  

Fig. 2: Push Over curves for parabolic settlement a) Results with variation of 
the thickness b) Results with the variation of the height  

178



E. The effect of lateral settlements
Considering the same geometrical configurations as before, a lateral settlement

was applied, affecting only a portion of the foundation of 200 mm. The entity of 
the applied settlements have been selected on push-down curves, obtained by a 
static non-linear analysis at displacement control. The push-down curves plot the 
vertical reaction of the part of the base involved in the settlement versus the vertical 
displacement of the control point. From these curves, two values of settlements are 
selected, which correspond to: maximum elastic vertical displacement (DL2); 
vertical displacement corresponding to the minimum reaction in the capacity curve 
(DL3)[15]. At title of example, a push-down curve is shown in Figure 3, and the 
two intensities of settlements are highlighted.  

Fig. 3: Example of push-down curve 

 These curves indicate that the vertical reaction at the base, prior to the 
application of the settlement, is equal to the self-weight of the panel involved in 
the settlement. Indeed, it starts from the weight of the part of the panel above the 
portion of the base to which the settlements are applied and decreases until the self-
weight of the portion of the wall that detaches. Similar to the case of parabolic 
settlement, pushover analyses were conducted on masonry panels by applying 
these settlement values and comparing them to those evaluated on the undamaged 
ones. For sake of brevity, Figure 4 shows the pushover curves for a damage level 
DL3 due to settlements. In this case, the capacity curves demonstrate a reduction 
in stiffness and maximum strength as the height H of the wall increases. 
Specifically, walls with a B/H ratio greater than 1 show a seismic capacity 
reduction of less than 15/20%. Conversely, walls with B/H ratio lower than 1 
exhibit a reduction in resistance to horizontal actions ranging from 50% to 70%. 
(Fig. 4.b). The variation in thickness t indicates a strong reduction of strength for 
thicker walls, with a reduction in maximum strength ranging from 10% to 30% and 
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from 40% to 50%, respectively (Fig. 4.a). 

Fig. 4: Pushover curves for DL3 settlement a) Results with variation of the 
thickness b) Results with the variation of the height 

The parametric analyses conducted have demonstrated that unreinforced 
masonry walls are more susceptible to localized settlements compared to 
distributed differential ones. This is evident in all the different geometric 
configurations considered, where the maximum percentage reduction in strength, 
as evaluated by the push-over curves, is more pronounced for walls subjected to 
lateral vertical displacement, or at the most, comparable to what is observed in the 
case of parabolic settlement. It's worth noting that, furthermore, in the 
configuration of a distributed parabolic profile, the maximum vertical 
displacement is approximately ten times greater than that in the case of localized 
one. This data confirms that masonry walls are more sensitive to damage caused 
by lateral configuration of settlements. 

IV. CONCLUSIONS AND FUTURE DEVELOPMENTS
The paper addresses the issue of foundation settlements in masonry 

constructions and the impact these settlements can have on the structures' ability to 
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withstand vertical and seismic actions. Existing simplified methodologies in the 
literature for assessing the effects of settlements on masonry structures often 
overlook the complexity of geometries, materials, and masonry types found in 
historic buildings. This work proposes a methodology for assessing damage due to 
foundation settlements to historical masonry buildings and its impact on their 
seismic capacity through non-linear static analysis.  

The study focused on the in-plane seismic response of masonry buildings 
subjected to settlements, with specific reference to two-dimensional homogenized 
continuum masonry panels using a damage mechanics-based model through 
nonlinear static FEM analyses in Abaqus CAE.  

Parametric pushover and push-down analyses were performed to evaluate the 
influence of geometry and settlement profiles on the in-plane capacity of the 
buildings. Two types of analyses were conducted: pushover analyses on 
undamaged masonry walls and push-down and pushover analyses on panels with 
the same geometrical configuration to obtain the response of walls subjected to 
seismic action but previously damaged by settlements.  

From the comparison of the pushover curves, it became evident that the 
reduction in seismic resistance due to settlements is significant, with a decrease 
that can vary depending on the cases, in fact, the application of different settlement 
profiles induces a different behavior of the wall with the same geometric 
characteristics. Overall, the parametric analyses highlighted that unreinforced 
masonry walls are more vulnerable to localized differential settlements compared 
to distributed differential ones, with a difference of over ten times in the maximum 
vertical displacement applied. Finally, it's important to consider that even small 
vertical displacements, when applied, can lead to a significant percentage reduction 
in terms of capacity, which can reach up to 50/70%. 

These conclusions emphasize the importance of considering the effects of 
foundation settlements in assessments of the seismic capacity of masonry 
structures, especially in historic buildings, and underscore the importance of 
adopting accurate models that account for the complexity of factors influencing 
masonry behavior. 

In addition, future endeavors should encompass a broader range of parameter 
variations and a more comprehensive set of parametric analyses. Furthermore, it is 
imperative to consider the influence of additional parameters that may impact the 
seismic response, including the presence of openings and mechanical 
characteristics. 

REFERENCES 

[1] Nghiem L., Al Heib M., Emeriault F., Understanding subsidence consequences on masonry structures using large
small-scale physical modeling. 8th International Conference on Physical Modelling in Geotechnics (ICPMG 
2014), Jan 2014, Perth, Australia. pp.1195-1202.

[2] Drougkas A., Licciardello L., Rots Jan G., Esposito R., “In-plane seismic behaviour of retrofitted masonry walls 
subjected to subsidence-induced damage” 10.1016/j.engstruct.2020.111192, Engineering Structures, vol. 223,
2020. 

[3] Burland J.B., Wroth C.P. (1974) – Settlement of buildings and associated damage. Proc. Conf. Settlement of
Structures, Cambridge, UK, pp. 611-654. 

[4] Boscardin M.D., Cordinge E.J. (1989) – Buildings response to excavation-induced settlement. Journal of

181



Geotechnical Engineering, ASCE, 115, n.1, pp. 1-21. 

[5] Burland J.B. (1995) – Assessment of risk of damage to buildings due to tunneling and excavation. 1st Int. Conf.
on Earthquake Geotechnical Engineering, Tokyo, pp. 1189-1201. 

[6] Pickhacer J.A., Burd H.J., Houlsby G.T. (2010) – An equivalent beam method to model mansory buildings in
3D finite element analysis. Computers and Structures,88, nn. 19-20, pp. 1049-1063. 

[7] Abaqus Version 2022 User Manual. Dassault Systèmes. 

[8] S. Tiberti, M. Acito, G. Milani, Comprehensive FE numerical insight into Finale Emilia Castle behavior under
2012 Emilia Romagna seismic sequence: Damage causes and seismic vulnerability mitigation hypothesis, Eng. 
Struct. 117 (2016) 397–421. 

[9] M. Valente, G. Milani, Non-linear dynamic and static analyses on eight historical masonry towers in the North-
East of Italy, Eng. Struct. 114 (2016) 241–270.

[10] G. Castellazzi, A.M.D. Altri, S. De Miranda, F. Ubertini, An innovative numerical modeling strategy for the
structural analysis of historical monumental buildings, Eng. Struct. 132 (2017) 229–248. 

[11] S. Degli Abbati, et al., Seismic assessment of interacting structural units in complex historic masonry
constructions by nonlinear static analyses, Comput. Struct. 213 (2019) 51–71,
https://doi.org/10.1016/j.compstruc.2018.12.001.

[12] Vermeltfoort, A.Th., Raijmakers, T.M.J., 1993. Deformation Controlled Tests in Masonry Shear Walls. Part 2 (in 
dutch). Report UE/BKO/93.08. Eindhoven University of Technology, Eindhoven, The Netherlands.

[13] Lourenço PB, Rots JG. Multisurface interface model for analysis of masonry structures. J Eng Mech
1997;123(7):660–8. 

[14] De Felice G., Malena M., 2019- Failure pattern prediction in masonry - dx.doi.org/10.2140/jomms.2019.14.663/ 
JOURNAL OF MECHANICS OF MATERIALS AND STRUCTURES Vol. 14, No. 5.

[15] Gagliardo R., Portioli F., Cascini L., Landolfo R., Lourenco P., 2021/02/01 - 111609 - A rigid block model with
no-tension elastic contacts for displacement-based assessment of historic masonry structures subjected to
settlements - 229 - 10.1016/j.engstruct.2020.111609- Engineering Structures

182

https://doi.org/10.1016/j.compstruc.2018.12.001


The hydrogeological response of the 
Sibillini hydrostructure to the Mw 6.5 
Norcia earthquake: conceptual model 

and numerical analysis  
Enrica Zullo1, Matteo Albano2, Michele Saroli1,2, Marco Moro2, Gabriel Testa1, 

Nicola Bonora1, Marco Petitta3, Thomas Reimann4 and Carlo Doglioni2,3  
1 Department of Civil and Mechanical Engineering, University of Cassino and 

Southern Lazio, Cassino 03043, Italy 
Email: enrica.zullo@unicas.it

2 National Institute of Geophysics and Volcanology (INGV), Rome 00143, Italy 
3 Department of Earth Sciences, University of Rome "La Sapienza” 00185, Italy 
4Institute for Groundwater Management, Technische Universität Dresden 01062, 

Germany 

Abstract 

Keywords: earthquake, Groundwater, numerical modeling 

The Sibillini Mts. hydrostructure is characterized by the coexistence of a shallow and a 
basal regional aquifer [1] whose spatial distribution, recharge area and groundwater dynamics 
are strongly controlled by a complex regional tectonic framework. 
The 2016 Central Italy seismic sequence, which resulted from the rupture of the Vettore-
Bove normal fault system, drastically changed the hydrodynamics of the carbonate aquifers 
of the Sibillini Mts., causing sustained variations in groundwater flow and resulting in several 
issues for the local water supply system. Significant hydrogeological changes occurred 
especially after the Mw 6.5, 30 October main shock (the Norcia earthquake), the most 
important of which include: i) a surplus of groundwater discharge at springs bordering the 
western side of the Sibillini Mts. and along the main drainage system of the Nera River basin; 
ii) the reappearance of Torbidone spring in the Norcia plain, dry since 1979 [2, 3] and iii) a
strong discharge reduction and water-table decrease at the Adriatic springs located at high
altitude, on the eastern side of the Sibillini Mts.
Considering previous recent studies [4] and according to Mastrorillo et al. [5], the “aquifer
fault rupture” mechanism better explain the observed permanent hydrogeological variations,
coupled with the general increase in bulk crustal permeability, related to the dynamic stress
induced by the seismic waves’ propagation [6].

183



In this work, we aim at assessing the hydrodynamic response of the fractured carbonate Basal 
Aquifer of the Sibillini Mts. to the coseismic dislocation of the Vettore fault by using a 
multidisciplinary approach and numerical analysis as a main tool. 
To this purpose, we collected geological and hydrogeological data to first define a 
hydrogeological conceptual model, which represents the supporting structure of numerical 
analysis. We created a simplified 3D geometric model at surface scale (up to 2 km depth) to 
reconstruct the Basal Aquifer bottom surface and to define the spatial relations with the main 
tectonic structures. 
Then we performed a numerical analysis to create a regional scale hydrogeological model to 
simulate the groundwater flow, in steady-state conditions, in two different scenarios: 

i) at the pre-rupture stage, by considering faults as hydraulic barriers with a lower
permeability than that of the carbonate aquifer;

ii) at the post-rupture stage, by assuming an increased permeability for the Vettore
normal fault.

The computed distributions of the hydraulic head and the directions of groundwater flow 
are qualitatively consistent with the water-levels observations and discharge values measured 
before and after the earthquake. 
Future work will be devoted to the calibration of the models. We are going to perform an 
automatic calibration of the hydrogeological models in order to estimate the hydraulic 
parameters, by using the available discharge values and water table measurement as 
calibration targets. In addition, a full 3D geomechanical model for the simulation of the 
Norcia earthquake will be developed, calibrated using a fem numerical inversion of 
interferometric SAR data available for the 30 October earthquake, to estimate the crustal 
stress and strain variations. The coseismic volumetric strain changes obtained by the 
simulation of the seismogenic fault dislocation will be exploited to assess the permeability 
changes in the crust. This latter will be compared with the results obtained from the calibrated 
hydrogeological model. 
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Abstract 

In the ever-evolving landscape of cybersecurity, Network Intrusion Detection Systems 
(NIDS) are indispensable safeguards against network breaches and malicious activities. The 
effectiveness of Network Intrusion Detection Systems (NIDS) in safeguarding computer 
networks against unauthorized access and malicious activities largely depends on their 
ability to generalize from training data to real-world scenarios. In this study, we investigate 
the generalization capability of NIDS models based on machine learning when trained on 
one dataset and evaluated on another, utilizing the widely recognized CIC-IDS2017 and 
CSE-CIC-IDS2018 datasets. 

To execute this study, we adopted a supervised machine learning approach. We trained 
both LDA and Random Forest models on the CIC-IDS2017 dataset, a comprehensive 
repository of network traffic data, encompassing various intrusion scenarios and traffic 
patterns. This dataset served as the foundation for the training phase, enabling the models to 
learn and discern normal network behaviors from intrusive ones. 

Subsequently, we subjected these models to rigorous evaluations using the CSE-CIC- 
IDS2018 dataset, a dataset featuring a similar set of attack classes but characterized by 
differences in data distribution and other dataset-specific factors. Our analysis encompassed 
a comprehensive set of performance metrics, including mainly Matthews Correlation Co- 
efficient (MCC) but also accuracy, precision, recall and F1-score. Additionally, in certain 
cases, we conducted a thorough inspection of specific subsets of the feature space to gain 
insights into the models’ behavior and better understand their performance. The findings of 
our study were both surprising and significant. Both the LDA and Random Forest models 
exhibited near-perfect performance when tested on the dataset they were initially trained on 
(CIC-IDS2017). This result was anticipated, as the models had effectively learned to detect 
intrusions within a familiar environment. 

However, a noteworthy and somewhat unexpected trend emerged when the models were 
evaluated on the CSE-CIC-IDS2018 dataset. Their performance experienced a sharp and 
substantial drop, revealing the challenge of NIDS model generalization across datasets with 
varying characteristics. This stark contrast underscores the significance of dataset- specific 
factors, including differences in data distribution, feature relevance, and the pres- ence of 
dataset-specific anomalies In light of these findings, our study underscores the critical 

185

mailto:marco.cantone@unicas.it
mailto:c.marrocco@unicas.it
mailto:a.bria@unicas.it


importance of thoroughly assessing the generalization capability of NIDS models. Network 
security practitioners and developers must be cognizant of the limitations in adaptability that 
arise when models trained on one dataset are confronted with diverse datasets. As a way 
forward, we propose that future research should explore transfer learning techniques and 
domain adaptation methods tailored to the unique characteristics of network intrusion 
detection. These ap- proaches have the potential to enhance NIDS generalization and 
improve their effectiveness in real-world network security applications. 

Index Terms 

Network Intrusion Detection System, Dataset Generalization, CIC-IDS2017, CSE-CIC- 
IDS2018. 
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Abstract 
This paper presents a novel, high-speed and low latency implementation of a pitch tracking 
algorithm. The pitch is a characteristic parameter of a periodic signal and it’s defined as the 
fundamental frequency [1] (the inverse of the minimum repetition period of the signal). 
The real-time knowledge of the fundamental frequency is extremely useful in various scenarios like 
radio frequency tracking, doppler effect estimation, mechanical faults detection [2] and audio/vocal 
processing. 
This paper presents a new implementation of a pitch tracking algorithm, focused on high speed and 
low latency performances for fast real-time applications. 
The base ground algorithm used is the OneBitPitch (OPB)[3] because of its fast execution time and 
the proven high quality results. Moreover the intrinsic low-level bit operation of OPB makes it 
is  perfectly suitable for a Field Programmable Gate Array (FPGA) implementation achieving high 
parallelization and low area consumption. 
Being based on estimations, every pitch detection algorithm is susceptible to false detection and 
errors. In particular the correlation based algorithms (like OPB) are prone to octave errors [4] 
occasionally estimating the half or the double of the real frequency. 
In a pitch tracking scenario the previous estimations can be exploited to model a statistical behavior 
of the system and a maximum-likelihood decision can be made to confirm if the current estimation 
is correct or if it’s affected by errors.  
The most effective maximum-likelihood estimators are based on neural networks [5] or on 
minimum-path search like Viterbi algorithm [6]. The performances of these approaches are 
extremely reliable obtaining a low error rate and high accuracy but at the cost of high computational 
complexity and high latency [7]. 
On the other hand this research is aiming to the complete opposite: exploiting a simple soft-decision 
algorithm that can lead to a fast result while keeping the error rate in an acceptably low bracket. 
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The fundamental idea of this soft decision is based on the mathematical fact that, starting from a 
perfect periodic signal, the autocorrelation of the signal itself is equal to the autocorrelation of the 
signal reversed in time (mirrored on the y-axis). 
A soft-decision algorithm is estimating these differences between these two autocorrelations to 
minimize the errors. 
An extensive dataset has been used to test this algorithm and it’s based on both real audio signals 
and synthetical digital signals. 
The data dataset is based on an incremental difficulty and a gradually more challenging input 
signals. 
The first cluster is based on synthetic waveforms with perfectly defined pitch, without noise and 
impurity. Different patterns have been tested like frequencies increasing in a linear shape, parabolic, 
sinusoidal, exponential ecc. 
The second cluster is based on real audio signals recorded from an electric guitar. The sound is 
intrinsically noisey and the pitch is not perfectly constant in time but the waveform periodicity is 
still understandable even by visual inspection. 
The last cluster is based on The Pitch Tracking Database from Graz University of Technology 
(PTDB-TUG). It’s a well established dataset and it contains hundreds of vocal recordings each of 
them is paired with the corresponding theoretical pitch that has been measured during the recording 
with laryngoscopic techniques. This vocal dataset is the more challenging being the one with more 
noise, differences of intonations and without a clear pitch in a huge amount of English un-vocal 
sounds. 
The OPBT shows to be robust to harsh environment and noise also with the most challenging voice 
dataset obtaining an error of less than 2% on voiced signals and 95% of the estimation without 
octave errors. The comparison with well-established algorithms like SWIPE and YIN shows how, 
in certain conditions, they show a higher accuracy and less errors but for both complexity and 
execution time they perform around 100 times worse than OPBT. 
These results show how a simple and highly optimized at low-level implementation can be 
extremely fast and reliable for audio applications and can be exploited in all the scenarios where 
low latency and high speed is more important than extreme accuracy. 
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Abstract 

Neurodegenerative diseases (NDs) are characterized by the progressive degeneration or 
deterioration of the structure and function of the nervous system, particularly the neurons in the 
brain and spinal cord. These diseases can significantly impact a person’s quality of life and may 
eventually lead to disability or even death. Alzheimer’s Disease (AD) is the most common, 
typically resulting in a gradual decline in cognitive, motor, and sometimes psychiatric functions. 
AD remains without a cure, although various therapies can slow disease progression and enhance 
the quality of life for patients. An imperative requirement in managing these conditions is early 
detection to initiate treatments promptly. Indeed, irreversible damage may have already occurred 
when disease symptoms become evident. In this context, it is widely accepted that handwriting 
is one of the initial skills affected by the onset of cognitive disorders, as it results from a complex 
network of cognitive and motor skills. To address this issue, we conducted a study using a 
database of handwriting and drawing samples. The proposed approach involved generating and 
collecting different kinds of images for each handwriting sample, leveraging the capabilities of 
Convolutional Neural Networks (CNNs) to extract features from these raw images automatically. 
This study’s primary objective is to assess which is the most important information between 
morphological shape and dynamic characteristics of handwriting, to increase the performance of 
a decision support system in diagnosing Alzheimer’s Disease. 
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Abstract

Current encryption standards (both military and commercial) could not ensure com-
munications’ safety. It is indeed known that quantum computers can run Shor’s algorithm,
which is capable to “break” main current encryption algorithms (e.g. problems based over
elliptic curves or RSA). NIST (National Institute of Standards and Technologies, USA)
has already completed a first international call of “quantum resistant” algorithms, choosing
the best ones them in the summer 2022, and this selection is still proceeding. Among
other topics, NIST focused the attention on the digital signature algorithms. Some of
these algorithms are based on the mathematical problem of solving Multivariate Quadratic
Polynomials’ System over Finite Field, for example, UOV or Rainbow. Indeed, Multivari-
ate Quadratic System are “Quantum Resistant”, so we propose an innovative algorithm,
suitable not only for digital signatures, based on them.

Index Terms

Cryptography, Commutative Algebra, Multivariate Cryptography, Post-Quantum Cryp-
tography, Finite Fields, Multivariate Quadratic Polynomials, Rainbow, Oil and Vinegar
scheme, Hilbert Series

I. INTRODUCTION

In the last years there is a lot of interest in quantum computers’ development since they
could solve many mathematical problems that are difficult for conventional computers. In
particular quantum computers are able to break the most widely used public-key cryp-
tosystems; for example, the ECDSA protocol used for authentication in cryptocurrencies
schemes is very well-known to be vulnerable to Shor’s Algorithm (see [10], [17]): such
algorithm can be efficiently implemented on a quantum computer. These issues led the
National Institute of Standards and Technology (NIST) to open a call in 2016 for “Post-
Quantum” encryption algorithms. The goal to reach is to create new cryptographic protocols
that are secure against both quantum and classical computers.
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All mathematical problems that are known to be NP-complete are natural candidates for
building algorithms that satisfy such requirements. One of these problems is the resolution
of Systems of Multivariate Polynomials over Finite Fields, that is NP-complete even for
systems of quadratic equations on F2. This feature inspired many researchers to build
cryptosystems based on Multivariate Quadratic systems (MQ for brevity), i.e. algebraic
systems of multivariate polynomials of degree 2.

The first MQ-scheme has been introduced by Matsumoto and Imai in 1988 (see [13]).
Although their C∗ scheme was broken by Jacques Patarin in 1995 (see [14]), such a
scheme was generalised by Patarin himself: in 1996, in [15] he presented the Hidden Field
Equations (HFE) scheme that can be used in the context of asymmetric cryptography, for
digital signatures or encryption of very short messages.

However, there have been many attacks that broke HFE scheme: the first attack was
presented by Kipnis and Shamir in 1999 (see [12]) by an innovative technique called
relinearization; other attacks are the XL algorithm (see [7]), based on the linearization of
the system or the one due to Faugere and Joux (see [9]), which is based on the computation
of Gröbner basis of the multivariate quadratic system.
However in 1997, Patarin proposed a new scheme, suitable for digital signatures, called
Oil and Vinegar scheme (for more details, see II) [16]. Such a scheme is based on an
under-determined MQ-system and the goal is to find one of the many preimages of the
original message.

It must be highlighted that in the case in which the number of oil variables is equal
to the number of the vinegar variables, the scheme was already broken by Kipnis and
Shamir (see [11]), therefore it was modified to the so-called “Unbalanced Oil and Vinegar
scheme” (UOV), where the number of vinegar variables is greater than the number of oil
ones (see [1]). Among the various algorithms based on the UOV scheme, there is one that
succeeded to be selected to the third round of NIST competition, that is Rainbow. It is a
digital signature scheme designed by Ding and Schmidt in 2004 (see [8]).

In our opinion, the initial failure of HFE and the challenges of solving an OV system
with numerous vinegar variables led many researchers to disregard the potential use of the
OV scheme for over-determined systems.

On the other hand, the early success of UOV and Rainbow multiplied interest and research
into building attacks on this type of systems; these studies culminated very recently into
very important breakthroughs: Bardet et al. introduced a very efficient attack, Support
Minors Modeling, to solve the so-called MinRank problem, i. e. how, given a finite set of
matrices, to find their existing linear combinations having a prescribed small rank (see [2]).
Such improvement, gave an important contribution to more targeted attacks to UOV and
Rainbow, whose security was significantly weakened by Beullens (see [3], [4]). Ultimately,
this led to the defeat of Rainbow in the final round of NIST competition for signature
protocols.

Another weak point of all of the systems cited above are their restricted application only
to digital signatures schemes, given their under-determined structure. The purpose of the
present paper is to announce that it is possible to build an over-determined MQ-system with
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trapdoor (therefore suitable not only for signature protocols but also for encryption ones),
based on a suitable mixing of OV-type equations and fully quadratic ones. Moreover, up to
the current knowledge, there is no known attack running in a time bounded by polynomial
function of the decryption time that solves this type of system. In particular, we analyzed
the Hilbert series of both OV systems and the mixed ones (see III). Finally, we want to
apply some algebraic techniques to speed up the complexity of the solving algorithm of
the system.

II. OIL AND VINEGAR SCHEME

We now introduce the MQ system of our interest: an over-determined mixed system
of quadratic polynomials in F2[x1, . . . , xn], that is, a system composed by fully quadratic
polynomials and the Oil and Vinegar ones. For this reason, we recap that a fully quadratic
polynomial in F2[x1, . . . , xn] is a polynomial of the form:

A. Fully Quadratic polynomial

p(x1, . . . , xn) =
∑

1≤i≤j≤n

αijxixj +
n∑

i=1

βixi + γ (1)

To describe an Oil and Vinegar polynomial in n variables over F2, let v, n ∈ N be positive
integers with v < n. A quadratic polynomial of the form

B. OV polynomial

f(x1, . . . , xn) =

n∑
i=1

v∑
j=1

αi,jxixj +

n∑
i=1

βixi + γ, (2)

namely with no monomial xixj for i, j ∈ {v + 1, . . . , n}, is called an Oil and Vinegar
(OV) polynomial. The variables x1, . . . , xv are called vinegar variables, while the variables
xv+1, . . . , xn are called oil variables.

Now, we assume that v << n and o = n − v > v. Let ε, u ∈ N be positive integers
such that 1 ≤ ε ≤ n, and set m = n+ ε+ u. A mixed multivariate quadratic system, that
represents our public key, is an over-determined system, given by

C. mixed multivariate quadratic system

P (x1 . . . , xn) = (p1(x1, . . . , xn), . . . , pm(x1, . . . , xn)), (3)

where for i ∈ {1, . . . , n+ ε} we have

pi(x1, . . . , xn) = gi(x1, . . . , xn) +
u∑

j=1

λijqj(x1, . . . , xn), (4)
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with λij ∈ F2, and for i ∈ {n+ ε+ 1, . . . ,m}

pi(x1, . . . , xn) = qi−(n+ε)(x1, . . . , xn). (5)

In particular, the polynomials gi(x1, . . . , xn) are obtained as

gi(x1, . . . , xn) = fi(S(x1, . . . , xn)), (6)

for i ∈ {1, . . . , n + ε}, where f1(x1, . . . , xn), . . . , fn+ε(x1, . . . , xn) ∈ F2[x1, . . . , xn] are
OV polynomials and S ∈ GLF2

(n), and q1(x1, . . . , xn), . . ., qu(x1, . . . , xn) ∈ F2[x1, . . . , xn]
are fully quadratic polynomials, for any i ∈ {1, . . . , u}.

III. HILBERT SERIES AND MAIN RESULTS

In this section, we recall the definition of the Hilbert series that allows to estimate the
solving degree of the system and so, its complexity.
Given I ⊆ R = K[x1, . . . , xn] homogeneous ideal, the Hilbert-Poincaré series of R/I is

A. Hilbert-Poincaré series

HSR/I(t) :=
∑
d∈N

HR/I(d)t
d, (7)

where HR/I : N → N, defined as

B. Hilbert function

HR/I(d) := dimK(R/I)d, (8)

is the so-called Hilbert function and (R/I)d is the d-degree component of the gradation of
R/I (see [6], [5]).

By the Hilbert-Serre theorem, the Hilbert-Poincaré series of R/I is a rational function.
In particular, by reducing this rational function we get

HSR/I(t) =
h(t)

(1− t)d
. (9)

that is called reduced Hilbert series. It is well-known that for large d the Hilbert function
HR/I(d) is a polynomial, called Hilbert polynomial, denoted by HPR/I(t). The least d for
which HR/I(d) = HPR/I(d), is called index of regularity. Observe that, since HR/I(d) =
dimK Rd − dimK Id, the index of regularity can be seen as the smallest d for which Id
generates all the space Rd. We define the degree of regularity of a system of polynomial
equations as the index of regularity of R/(f1, . . . , fm). It can be seen as the least degree
d such that we obtain relations on the equations, that is the number of equations is greater
than the number of monomials. Moreover, one can completely solve the system at a given

194



CORBO et al. 5

degree D if the sum of the coefficients up to degree D is negative.
Among the results announced in this work, there is the following theorem in which we
give an exact expression for the Hilbert series of a OV-system.

Theorem 1: Let F be a homogeneous system of m quadratic OV -equations with v
vinegar variables. Then for any d ∈ N

HR/F (d) =

(
n− v + d− 1

d

)
+HV/F (d), (10)

where V = (x1, . . . , xv) is the ideal generated by the vinegar variables.
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Abstract

This study investigates energy efficiency in RIS-assisted wireless networks, focusing
on active and nearly-passive RISs with a novel approach of applying a global reflec-
tion constraint. This constraint significantly improves network performance in single-
user settings, offering better energy efficiency than local constraints. The research derives
analytical formulas for SNR gains under global constraints and contrasts these gains with
local constraint models, highlighting the impact of channel coefficients on performance.
Further, it explores the role of path-loss exponents in determining the optimal placement
of RISs and compares the efficiency of nearly-passive RISs under both constraint types in
varying Rician factor scenarios. The findings provide valuable insights for optimizing RIS
deployment in different wireless environments, demonstrating the advantages of global
reflection constraints for enhanced network efficiency.

Index Terms

Reconfigurable Intelligent Surfaces, Signal-to-Noise Ratio (SNR), energy efficiency,
global reflection constraints, local reflection constraints, single-user scenario, path loss
exponent, Rician fading, optimal positioning.

I. INTRODUCTION

AS we transition towards 6G technology in wireless networks, Reconfigurable Intelligent
Surfaces (RISs) have emerged as a key technology, lauded for their ability to offer

substantial signal flexibility with minimal power consumption [1], [2]. The quest for energy
efficiency (EE) is particularly crucial, considering the modest fourfold improvement in EE
achieved in 5G, far from the expected 2000x enhancement [3].
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RISs, predominantly passive in nature, have been a focus of studies aiming to enhance
spectral efficiency [4] and reduce power consumption [5]. However, the critical aspect of
optimizing EE in terms of bits per Joule has often been overlooked.

In this research, we explore energy efficiency (EE) maximization in wireless networks
using RISs with global reflection capabilities [6]. Our novel approach applies a unified
reflection constraint across the entire RIS, broadening the scope of feasible reflection
matrices and enhancing network performance. We focus on the advantages in EE, especially
in single-user scenarios, and establish equations for quantifying SNR gains due to global
constraints, validated through comparative analyses [7]. Additionally, our study investigates
the effects of path loss exponents on RIS placement and compares the efficiency of nearly-
passive RISs under both local and global constraints in different Rician factor scenarios,
thus providing valuable insights for the deployment of energy-efficient RISs in wireless
networks.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The system consists of K single-antenna mobile terminals that communicate over a
shared resource block. The communication is facilitated by a Base Station (BS) equipped
with NR antennas. Additionally, an RIS with N reflecting elements is employed in the
system, as shown in Figure 1. The channel from user k to the reconfigurable intelligent
surface (RIS) is denoted by hk, which has dimensions N × 1. On the other hand, G
represents the channel from the RIS to the base station (BS), with dimensions NR×N . The
matrix Γ is defined as a diagonal matrix, denoted as diag(γ1, . . . ,γN ), where γ1, . . . ,γN

represent the reflection coefficients of N RIS elements. The user’s transmit power and
information symbol are represented by pk and sk, respectively.

Fig. 1: RIS-aided wireless network scenario

Differing from traditional passive RISs with individual reflection constraints, we delve
into an active RIS with collective constraints. This exploration leads to two significant
insights:

1) Active RISs apply a collective constraint Pout −Pin ≤ 0, in contrast to passive RISs’
individual element constraints |γn|2 ≤ 1 (see Section III for details).

2) They use reflection-type amplifiers, allowing Pout to exceed Pin, with the power con-
straint being Pout−Pin ≤ PR,max, where PR,max is the RIS’s maximum amplification
power.
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The subsequent discussion will differentiate between active and nearly-passive RIS sce-
narios.

A. Active RIS
The signal received at the BS is y =

∑K
k=1

√
p
k
GHkγsk +GΓn+ ω, with n as the

thermal noise introduce by the RIS1 and ω as the receiver’s thermal noise and are both
modeled as n ∼ CN (0, σ2

RISIN ) and ω ∼ CN (0, σ2INR
) respectively. The SINR for user

k after applying the linear receive filter ck is:

SINRk =
pk|cHk Akγ|2

cHk Wck +
∑

m̸=k pm|cHk Amγ|2
, (1)

where Ak = GHk and W is the covariance matrix of the total noise at the receiver.
In the presence of power amplification, the RIS radio-frequency power [8] required for

amplification purposes is given by Pout−Pin = tr
((
γγH − IN

)
R
)
, where R is a positive

definite, diagonal matrix defined as: R =
∑K

k=1 pkH
H
k Hk + σ2

RISIN .
The problem is to maximize the GEE, considering the RIS power constraints, transmit

power, and linear receive filters:

max
γ,p,C

GEE =
B
∑K

k=1 log (1 + SINRk)

tr((γγH − IN )R) +
∑K

k=1 µkpk + Pc

(2a)

s.t. tr (R) ≤ tr(RγγH) ≤ PR,max + tr (R) (2b)
0 ≤ pk ≤ Pmax,k ∀ k = 1, . . . ,K , (2c)

With PR,max > 0, the RIS operates actively without exceeding its power budget. The
matrix C is defined as C = [c1, . . . , cK ]. Given the diagonal nature of R, (2b) is always
feasible by choosing |γn| = 1 for all n.

Remark 1: Previous works, e.g., [9], [10], equate the RIS amplification power only to
Pout. Contrarily, we consider Pout − Pin stated above, which ensure a more accurate
estimation of RIS power consumption. [7]

B. Nearly-passive RIS
From a mathematical perspective, the nearly-passive RIS scenario can be represented as

a specific instance of the active case. Specifically, for a nearly-passive RIS, it is imperative
that PR,max = 0 and σ2

RIS = 0 [11] since there is no noise amplification occurring at the
RIS. Furthermore, the static power consumption parameters for the RIS in this scenario
are expected to be lower than those in the active case due to the deployment of simpler
hardware at the RIS. Moreover, as previously highlighted, for nearly-passive RISs, the
condition Pout ≤ Pin must be satisfied. This indicates that the RIS does not utilize any
power beyond the static power consumption required for the reconfiguration of its reflecting
elements.

1Note that due to the presence of power amplifiers, an active RIS introduces a noise amplification effect, as
opposed to its nearly-passive counterpart that needs no amplification power.
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III. ANALYSIS OF RISS WITH GLOBAL REFLECTION CONSTRAINTS

This section examines RISs operating under global reflection constraints, comparing them
to traditional local reflection models. Our analysis primarily focuses on nearly-passive RIS
scenarios, chosen for their simplicity and representation of worst-case power reception
scenarios. This global constraint, crucial for maximizing energy efficiency, is formally
represented as a mathematical constraint in the system model.

Pout − Pin ≤ 0 ⇐⇒
∑K

k=1 pk
∑N

n=1 |hn,k|2(|γn|2 − 1) ≤ 0 (3)

In the global reflection model, hn,k represents the n-th component of vector hk, assuming
σ2
RIS = 0. This model inherently meets the local constraint |γn| ≤ 1 for n = 1, . . . , N .

However, the global constraint, as defined in (3), allows for more diverse configurations of
γ, where some elements may exceed one in magnitude but still comply with the overall
power constraint Pout ≤ Pin.

The metasurface’s ability to act as a singular reflector, as opposed to an array of multiple
elements, imparts a unique characteristic to globally reflective RISs. This capability allows
for the redistribution of energy among elements, enhancing performance [12]. Specifically,
in scenarios like a single-user, single-antenna system assisted by a nearly-passive RIS, the
primary objective is to optimize the RIS reflection vector γ. This optimization (4), aiming
at GEE maximization, is significantly simplified in the global reflection constraint model
outlined in (3). Such global constraints expand the feasible vector space for γ, offering
potential for improved performance.

max
γ

|gHΓh|2 (4a)

s.t. tr
((
γγH − IN

)
R
)
≤ 0 , (4b)

where g represents the channel from the RIS to the single-antenna receiver, and H =
diag(h), with h being the channel from the user under consideration to the RIS. Sub-
sequently, by applying the variable change x = R1/2γ, and defining the vector zH =
gHHR−1/2, whose n-th component is denoted by zn, we derive:

max
ρ,Φ

∣∣∣∣∣
N∑

n=1

ρne
jϕnzn

∣∣∣∣∣
2

(5a)

s.t.
N∑

n=1

ρ2n ≤ tr(R) , (5b)

where ρn and ϕn represent the modulus and phase of the n-th component of x respec-
tively.
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Proposition 1: The optimal solution to problem (5) is achieved by setting, for all n =
1, . . . , N

ρn = |zn|
√

tr (R)∑N
m=1 |zm|2

, ϕn = −∠zn . (6)

Proof: The optimal ϕn is the one which compensates the phases of the product channel
zn, leading to the phases in (6). Substituting these phases into (5a), Problem (5) transforms
to

max
ρ

(∑N
n=1 ρn |zn|

)2
(7a)

s.t.
∑N

n=1 ρ
2
n ≤ tr (R) , ρn ≥ 0 ,∀ n = 1, . . . , N (7b)

Next, as (7b) bounds the squared norm ρ = [ρ1 . . . ρN ], from the Cauchy-Schwarz inequal-
ity, it follows that (7a) is maximized when ρ and z = [|z1| . . . |zN |] are parallel. Hence,
for all n = 1, . . . , N , the optimal ρn is ρn = α |zn|. To compute α, we note that at the
optimum, the first constraint in (7b) must be satisfied with equality, as the objective (7a)
is increasing in each ρn. Thus, enforcing the equality

∑N
n=1 ρ

2
n = tr (R) leads to (6).

Defining the vector d = HHg, the SNR achieved by optimal allocation derived above
is computed as

SNRopt =
p

σ2
tr (R)∥z∥2 =

p

σ2
tr (R)dHR−1d =

p

σ2
∥h∥2

N∑
n=1

|dn|2

|hn|2
(8)

where in the last step, we have denoted by dn = h∗
ngn the n-th component of d and utilized

that, in the considered single-user scenario with nearly-passive RIS, R = pHHH with
HHH = diag

(
|h1|2 , . . . , |hN |2

)
, implying that tr (R) = p∥h∥2.

Let’s also introduce δn = ∥h∥2

|hn|2
≥ 1, ∀ n = 1, . . . , N , enabling us to rewrite (8) as:

SNRopt =
p

σ2

N∑
n=1

δn |dn|2 (9)

If we replace the global constraint in (4b) with its local counterpart, i.e., |γn|2 ≤ 1 for
all n = 1, . . . , N , the optimal solution would be to set the n-th RIS phase to compensate
the phase of the product channel g∗nhn, for all n = 1, . . . , N , while |γn| = 1 for all
n = 1, . . . , N . This allocation is referred to as the unit modulus RIS allocation, resulting
in the SNR:

SNRuni =
p

σ2

(
N∑

n=1

|hng
∗
n|

)2

=
p

σ2

(
N∑

n=1

|dn|

)2

(10)

since |hng
∗
n| = |h∗

ngn|.
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Lemma 1: We always have SNRopt ≥ SNRuni =⇒ η =
SNRopt

SNRuni
≥ 1.

Proof: The proof is straightforward when noting that the unit modulus RIS allocation
is a feasible solution for Problem (4). Any ϕn ∈ [0, 2π] is feasible for (4), and by setting
|γn| = 1 for all n = 1, . . . , N , we achieve tr

((
γγH − IN

)
R
)
= 0, satisfying (4b).

To further quantify the gain offered by the RIS with global reflection capabilities, we

use the relation:
(∑N

n=1 |dn|
)2

=
∑N

n=1 |dn|
2
+ 2

∑N
n=1

∑N
m=n+1 |dn| |dm|

From which η can be expressed differently, as stated below;

η =

[
β − 2

∑N
n=1

∑N
m=n+1 |dn| |dm|∑N

n=1 |dn|
2
+ 2

∑N
n=1

∑N
m=n+1 |dn| |dm|

]
(11)

where:

β =

[∑N
n=1 δn |dn|

2
+ 2

∑N
n=1

∑N
m=n+1 |dn| |dm|∑N

n=1 |dn|
2
+ 2

∑N
n=1

∑N
m=n+1 |dn| |dm|

]
≥ 1 (12)

Given that δn ≥ 1 for all n = 1, . . . , N .
Intuitively, η should be at its minimum value, i.e., η = 1, when all channels have equal

magnitude. In this scenario, the distribution of the reflected signal power across different
channels becomes irrelevant.

However, if the product channels differ in magnitude, a gain strictly greater than one
is anticipated. For instance, modifying the previous scenario by assuming |g|n = 0 for all
n ̸= k and |g|k > 0, we find that |dn| = 0 for all n ̸= k and |dk| = |d| > 0. In this case,
it’s evident that η = β since the cross product |dn| |dm| = 0 for all n and m. Thus:

η = β = δk =

∑N
n=1 |hn|2

|hk|2
> 1 (13)

This result shows that the gain scales with N . If we assume |hn| = |h| for all n = 1, . . . , N ,
(13) gives η = N .

In this section, we explored the nearly-passive RIS setup, emphasizing the benefits of
global reflection capabilities for energy efficiency. Our analysis revealed that RISs with
global reflection constraints outperform locally constrained ones in SNR enhancement. We
also clarified how the channel coefficient magnitudes influence the performance difference
between these two RIS models.

IV. NUMERICAL ANALYSIS

In our numerical analysis, we consider a single-user wireless network setup with K = 1,
NR = 1, N = 100, and other specified parameters as in Section III. The study primarily
focuses on the potential of RISs with global reflection constraints in enhancing energy
efficiency. Key parameters include a noise spectral density of −174 dBm/Hz and a noise
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figure of 5 dB. The user distribution, RIS and BS positioning, power decay factors, and
Rician fading parameters (Kt = 4 for RIS to BS and Kr = 2 from users to RIS) are all
configured to reflect realistic communication scenarios.

The benefits of global reflection capabilities over traditional local reflection models are
evident from Figs. 2a and 2b, which demonstrate notable gains in energy efficiency (EE)
and rate. These gains are particularly pronounced under lower Rician factors, as indicated
by diversified channel realizations, as further supported by Fig. 3a.

Additionally, Fig. 3b investigates the impact of RIS positioning on GEE. The results
show that the optimal location of the RIS varies based on the channel decay factors between
RIS-BS and UE-RIS. If the decay from RIS to users is more significant, positioning the
RIS closer to users is advantageous, while a dominant RIS-BS decay suggests a nearer
placement to the BS.
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V. CONCLUSION

This research delved into the potential of reconfigurable intelligent surfaces (RISs) in
enhancing energy efficiency within wireless networks, emphasizing the advantages of global
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reflection constraints. Our findings underscored the superiority of RISs with global reflection
constraints, especially in single-user settings. The exploration of various path-loss expo-
nents provided insights into the optimal positioning of RISs, emphasizing energy-efficient
deployment. The distinction between globally reflective and locally constrained RISs was
highlighted, revealing the metasurface’s ability to function as a singular reflector, offering
enhanced performance.
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Abstract 
The aim of the proposed study is to correctly classify subjects’ Physical Activity Level 

(PAL), through Machine Learning (ML) techniques driven by kinematic gait data (Gait 
Analysis, GAn). GAn represents a valuable tool to assess gait disorders, impairment levels, 
and gait parameters, and is based on wireless wearable motion sensor systems. Such 
technologies generate extensive sets of data that are difficult to manage, analyse, and 
interpret. ML techniques can provide a viable solution to make GAn more manageable in 
clinic. 

Kinematic gait data were collected from 37 healthy subjects (24 male, 23 y.o. ± standard 
deviation (std_dev) of 3 years) while walking on a treadmill at natural speed. Motion data 
were acquired from Inertial Measurement Unit (IMU) sensors using as ground-truth a self-
reported questionnaire (International Physical Activity Questionnaire). For each subject, 
consecutive windows of 6 gait cycles were considered for data augmentation. Statistical 
feature extraction was performed and reduced to the most significant ones via the 
Neighborhood Component Analysis (NCA). 

Systematic feature selection resulted in 20 retained features from lower limbs and leads 
to increased classification performance for the considered models. K-Nearest Neighbors 
(KNN), Random Forest (RF), Gradient Boosting (GBoost) and Support Vector Machine 
(SVM) models, have been trained and tested to validate the effectiveness of the approach. 
A 4-Fold Cross Validation evaluated the models’ classification ability on unseen data, 
reporting the following performance (mean ± std_dev): KNN = 0.82±0.06, RF = 0.86±0.08, 
GBoost = 0.82±0.03, and SVM = 0.87±0.05.
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As of today, no one has highlighted the prediction of a clinically validated 
questionnaire via ML algorithm based GAn data. This study shows that four IMUs are 
sufficient to predict PAL with good accuracy, as the NCA recognised only features derived 
from pelvis, right thigh, shank, and foot IMUs as relevant. The presented work served as a 
preliminary test on using ML techniques to extract clinically relevant information from 
kinematic data for future approaches to discriminate across levels of impairment. 

Index Terms 
kinematic gait data, gait analysis, inertial measurement unit, machine learning
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Abstract 
Water quality assessment is a critical component of environmental stewardship. This paper presents 
an innovative approach to the classification of water quality, employing deep learning techniques 
in conjunction with advanced data preprocessing. Leveraging the Sensichips Smart Water Cable 
Sensor, we collect high-resolution data on water quality parameters, setting the foundation for 
precise analysis. Our research employs both Con- volutional Neural Networks (CNNs) and Long 
Short-Term Memory (LSTM) networks, catering to the temporal nuances of the data. As part of our 
data preprocessing pipeline, we apply the Exponential Moving Average (EMA) to enhance the 
quality of sensor readings. Furthermore, we introduce a subtraction step, subtracting EMA values 
from the original data to highlight deviations. Data is fed into the deep networks using the sliding-
window approach, enabling the model to capture temporal dependencies. By combining advanced 
sensor technology and deep learning, this research contributes significantly to proactive water 
quality monitoring, providing information for environmental protection and public health 
initiatives, and directly supporting the UN Clean Water and Sanitation (SDG 6) goals for a 
sustainable and healthier world. 

Index Terms 

Deep Learning, EMA, Smart Cable Water 

I. INTRODUCTION

Water is an essential component for the survival of living creatures, as it comprises a 
significant amount of cellular biomass in both plant and animal species. Indeed, the quantity 
of water on the Earth’s surface remains constant. It is imperative to underscore that the issue 
about water is not primarily one of quantity but rather of flow. The Earth’s surface is 
predominantly covered by water, accounting for about 70% of its total area. However, the 
proportion of usable freshwater is significantly limited, constituting a mere 1% [1]. 
Notwithstanding the limited quantity of freshwater available, it is subject to numerous 
environmental hazards, including agricultural runoff, home waste, and industrial pollution, 
among others [14]. The prevailing concern is in the fact that a substantial proportion of the 
global population, exceeding 800 million individuals, face inadequate availability of clean 
water [10]. Furthermore, an alarming annual mortality rate of around 2 million, primarily
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comprising infants, can be attributed to the absence of safe drinking water [16]. Currently, the 
deterioration of freshwater quality stands as a significant environmental concern [9]. This issue 
not only poses adverse consequences for human well-being and water resource sustain- ability 
but also contributes to the prevalence of water-borne diseases, which rank among the top 10 
causes of global mortality [14]. Notably, diarrhea, malaria, trypanosomiasis, intestinal worm 
infections, dengue, and bilharzia emerge as the most fatal among these diseases. The 
monitoring of water quality serves a crucial function in the realm of environmental 
management and the safeguarding of water resources. In numerous developing nations, 
conventional approaches persist in the monitoring of water quality within the majority of 
drinking water production facilities, despite the presence of contemporary and sophisticated 
technology. The conventional approaches rely on the assessment of several parameters of the 
untreated water using laboratory-based chemical analyses. This information is then utilized to 
determine the water’s condition and identify suitable techniques for rendering it potable. One 
drawback associated with these technologies is the necessity for human expertise and a 
significant time investment. In addition to the drawback of a comparatively lengthy delay 
period, these systems do not afford the ability to monitor the progression of raw water quality 
closely. In the context of monitoring stations for drinking water quality that rely on sensors, 
particularly those utilizing remote sensing (RS) and Internet of Things (IoT) technologies, 
there is a growing generation of large volumes of data at rapid and irregular intervals. This 
influx of data has resulted in the complexity of water quality data [7]. The advent of large data 
has resulted in the appearance of certain limitations in standard machine learning methods. 
Advanced deep learning algorithms have proven to be highly beneficial for large data 
applications in various industries, including Energy, Intelligent Transportation Systems (ITS), 
Agriculture, and more [11]. In recent years, the utilization of Long Short Term Memory 
Recurrent Neural Networks (LSTM RNNs) in time series prediction has become increasingly 
prevalent within the field of Artificial Intelligence (AI) and this technique has demonstrated 
notable efficacy in handling large datasets [8]. 
This paper presents an innovative approach to water quality classification that integrates 
cutting-edge technology and advanced data analysis methods. Leveraging the Sensichips 
Smart Water Cable Sensor, we collect data of unprecedented quality and detail, setting the 
foundation for a more accurate understanding of water quality dynamics. Our study combines 
environmental science and artificial intelligence to understand water quality over time using 
deep learning. 

II. RELATED WORK

In the past few years, there has been a growing application of machine learning ap- proaches 
in the assessment and classification of water quality [15]. Nida et al. [13] used different 
machine learning classifiers like SVM, Random Forest etc, for water quality classification. 
Victor et al. [3] classified and predicted the water quality utilizing the Random Forest 
classifier. Samil et al. [2] employed the LSTM RNNs and SVM, their approach is able to 
classify the quality of water into three classes based on independent variables, primarily 
physicochemical parameters. In their study, Liu et al. [6] introduced a model that utilizes a
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Bi-directional Stacked Simple Recurrent Unit learning network (Bi-S-SRU) to predict water 
quality (WQ) parameters such as pH, water temperature, and dissolved oxygen in the context 
of smart mariculture. Jaloree et al. [5] introduced a decision tree model for the purpose of 
predicting six distinct quality indicators, namely ammonia-nitrogen (NH3-N), nitrate- nitrogen 
(NO3-N), pH, temperature, biochemical oxygen demand (BOD), and chemical oxygen 
demand (COD). The objective of this model was to assess the water quality (WQ) of the 
Narmada River located in India. Haghiabi et al. presented a comparative analysis of the 
performance of three different machine learning techniques, namely the group method of data 
handling (GMDH), artificial neural networks (ANN), and support vector machines (SVM), in 
the context of predicting the water quality of Tireh River in southwest Iran [4]. Using machine 
learning methods, Salisu et al. [12] proposed an effective classification model. Wang Xuan et 
al. proposed a methodology to address the challenges of non-linearity and insufficient data in 
classification and prediction tasks, using Support Vector Machines (SVM) [17]. 

III. METHODOLOGY

Our proposed approach consists of data collection, preprocessing, and the application of deep 
learning techniques, with a focus on the classification of water quality based on Exponential 
Moving Average (EMA) differences. We utilize a sliding window approach to prepare the 
input data for classification, and our model is designed to classify 15 different substances in 
water. 

A. Data Collection
The data collection process is facilitated by the Sensichips Smart Water Cable Sen- sor(SCW), 
which continuously records high-resolution data on various water quality pa- rameters. It uses 
multi-sensor microsystem to measure the different substances in the water using an 
Electrochemical Impedance Spectrometer. The substances which are currently classified with 
SCW are : 

• Acetic Acid
• Acetone
• Ammonia
• Calcium Nitrate
• Ethanol
• Formic Acid
• Hydrogen Peroxide
• Hydrochloric Acid
• Nelsen
• Potassium Nitrate
• Phosphoric Acid
• Potable Water
• Sodium Chloride
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• Sodium Hydroxide
• Sodium Hypochlorite

B. Data Preprocessing

The EMA approach is used for the analysis of the raw data. The process of Exponential Moving 
Average (EMA) involves the reduction of noise and the emphasis on patterns within the data. 
This methodology provides a reliable approach to improving the accuracy and precision of 
sensor measurements. The calculation of EMA is performed for every parameter, leading to a 
dataset that is characterized by increased stability and reduced noise. The next step is 
calculating the disparities between successive exponential moving average (EMA) values for 
every parameter. These disparities are used to accentuate departures from the anticipated 
patterns, a critical aspect in the process of classification. In order to preprocess the data for 
classification we removed the transient part of the data and the sliding window methodology 
is used. The proposed approach includes partitioning the time series data into overlapping 
windows, wherein each window encompasses a series of Exponential Moving Average (EMA) 
differences. The sliding window is set up to have a size of 32- time steps, which allows the 
model to include temporal context and effectively capture relationships within the data as 
shown in Figure2. The data is traversed incrementally, with the sliding window being shifted 
by a one-time step at each iteration. This process generates a succession of input sequences 
that are used by the model. Every individual window is used for the purpose of extracting a 
consecutive series of EMA (Exponential Moving Average) differences. This approach 
guarantees that the model can capture temporal patterns and dependencies in the data. Figure 
1 represents the graphical representation of the data for Acetic Acid measurements, with one 
of the sensors on the SCW. 

C. Deep Learning

In order to do the classification, we employed Convolutional Neural Networks (CNNs) as well 
as Long Short-Term Memory (LSTM) networks. The EMA difference sequences are 
considered as distinct inputs, and both the CNN and LSTM models are trained in- dependently 
on these sequences. The CNN architecture has been specifically designed to efficiently classify 
water substances into one of the 15 separate classes. On the other hand, LSTM networks, 
known for their ability to capture temporal relationships within sequential data, are used. In 
addition, in order to thoroughly evaluate the performance of the model, we use a 10-fold cross-
validation technique. The dataset is partitioned into 10 distinct subsets, and the models are 
subjected to ten iterations of training and evaluation. During each cycle, a single subset is 
designated as the validation set, while the other nine subsets are used for training purposes. 
The aforementioned procedure is iterated for each of the 10 folds, guaranteeing the inclusion 
of every data point in the validation set at least once. During each iteration of the cross-
validation process, CNN and LSTM models are trained using the training data. 
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Fig. 1: Original Values , EMA and Differences Values Graphical Representation 

IV. RESULTS

The classification performance of CNN and LSTM networks throughout ten-fold cross- 
validation is shown in Table 1. The classification accuracy for each fold is presented, as well 
as the mean accuracy. 

TABLE I: Classification Performance 

Classifier Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Fold-6 Fold-7 Fold-8 Fold-9 Fold-10 Mean CNN 86.91%  
87.02%  93.19%  95.92%  89.04%  89.29%  82.12%  88.45%  88.79%  78.80% 87.953% 
 LSTM 82.74%  82.81%  89.15%  90.18%  85.83%  82.16%  83.74%  80.63%  74.70%  69.77% 82.171%  

The CNN model achieved a notable mean classification accuracy of 87.95%. The model 
consistently demonstrated a high level of accuracy throughout multiple folds, reaching a peak 
accuracy of 95.92% in Fold-4. The LSTM model achieved a mean accuracy of 82.171% while 
displaying competitive performance. Over the 10 folds, it kept accuracy levels mostly constant. 
Notably, in Fold-4, LSTM had a high accuracy of 90.18%. The results of this study indicate 
that the CNN model has potential as a reliable method for real-time monitoring of water quality 
classification of substances based on EMA differences. Furthermore, the mean accuracy of the 
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CNN model surpasses that of the LSTM model. CNN’s ability to consistently attain high levels 
of accuracy over several instances highlights its promise as a dependable and accurate method 
of assessing water quality.

Fig. 2: Proposed Approach 

V. CONCLUSION

In conclusion, this study is closely associated with and represents a substantial advance- ment 
towards the achievement of United Nations Sustainable Development Goal 6 (SDG 6), which 
pertains to the provision of clean water and sanitation. The approach we proposed for water 
quality classification is directly aligned with the goal of ensuring clean and readily available 
water for everyone. This contributes to the overall aim of safeguarding the welfare of 
communities and ecosystems on a global scale. Significantly, our research has resulted in a 
significant classification accuracy rate of 87% by using CNN. The accuracy achieved by our 
technique highlights its potential to significantly contribute to the area of water quality 
monitoring by providing improved precision in the classification of substances in water. One 
of the primary advantages of our approach is in its ability to efficiently capture temporal 
relationships, which is helped by the use of the sliding window technique. This methodology 
enables our model to comprehend and adjust to the ever-changing characteristics of water 
quality data, thereby enhancing its overall reliability and efficiency. It is crucial to 
acknowledge that the quest to achieve accurate water quality categorization is a continuing 
goal. It is essential to engage in continuous refinement and enhancement in order to effectively 
address the escalating requirements of water quality evaluation. Future research directions 
include the investigation of different deep learning models, such as Convolutional Long Short-
Term Memory (ConvLSTM), and the use of ensemble techniques to leverage the combined 
predictive capabilities of numerous models. 
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Abstract

Reconfigurable intelligent surfaces (RISs) have attracted the interest of both academia
and industry, due to their ability to create an adjustable propagation environment and
providing additional sensing capabilities to wireless networks. Here, we consider the joint
communication and detection problem of non-cooperative targets exploiting an RIS, which
provides an alternative inspection point. Communicating users restrict beamforming as we
need to minimize the interference of the sensing application. The energy of the received
echoes drastically depends on the RIS’s beampattern, the target’s size and position. Track-
before-detect (TBD) is an iterative procedure that increases the probability of detection
as more inspections are jointly considered. The passive nature of the RIS and its low
implementation cost allow for large RISs to be considered. Numerical results show that
the large size of the RIS enables us to properly inspect the desired region, despite the
constraints and that a TBD procedure is vital in low SNR sensing scenarios.

Index Terms

Reconfigurable intelligent surface, Joint communication and sensing, OFDM, Dual
functioning RADAR and communication, track-before-detect

Figure 1: Considered JCAS scenario. The BS simultaneously communicates with users on
the ground and scans the sky for potential airborne targets with the aid of an RIS.
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I. INTRODUCTION

The role of reconfigurable intelligent surfaces (RISs) in future wireless networks is
thoroughly discussed in both academia and industry, as they introduce various challenges
and opportunities to enhance the system’s performance [1]. As communication networks
evolve, joint communication and sensing (JCAS) applications are considered, where the
RISs’ ability to provide a favorable propagation environment and additional inspection
points is highly desirable [2]. Introducing RISs in RADAR-like applications can improve
the probability of detection and provides additional degrees of freedom in the system’s
design [3]. Moreover, there are techniques such as track-before-detect (TBD), that aid the
detection and tracking of non-cooperative targets as multiple sensing intervals are jointly
considered [4]. Here we explore the introduction of an RIS in a JCAS scenario with a
TBD scanning policy, as we highlight the restrictions and challenges of minimizing the
communication interference and the designing the optimal RIS response.

II. SYSTEM DESCRIPTION

Consider a full-duplex base station (BS) equipped with two planar arrays; one array is
used by the dual-function transmitter, while the other one is used by the radar receiver. The
BS adopts an orthogonal frequency division multiplexing (OFDM) transmission format to
serve K single-antenna downlink users (UEs) located in the region RUE and search for
airborne targets located in the region RTG. The radar function is assisted by a passive
reconfigurable intelligent surface (RIS) which is employed here to extend the radar field
of view, thus allowing scanning directions that would be otherwise not observable [3]. The
RIS-assisted radar monitors a portion of the sky which is only in the RIS field of view.
The inspected volume is divided into subvolumes which are sequentially scanned by the
RIS. The RIS-assisted radar illuminates each subvolume for a time that contains a batch
of OFDM symbols of equal duration. The radar transmitter (but not the communication
transmitter) remains silent for a number of OFDM symbols between the illumination of
consecutive subvolumes; this idle time is employed to elaborate the echoes received in
the previous illumination and reconfigure the RIS and the dual-function transmitter before
starting the next illumination.

III. TWO-WAY BEAMPATTERN & DETECTION

The radar application requires that more radiated power is focused on the desired
subvolume and that the target’s echo is well received, though appropriate RIS response
design and beamforming. We define the two-way beampattern of the RIS-assisted radar,
BP(θ) = BPtx(θ) × BPrx(θ), as the product between the transmit beampattern, which
describes (up to an irrelevant scaling factor) the power radiated in each direction and the
receive beampattern, which describes (up to an irrelevant scaling factor) the power received
from a source as a function of angle of arrival. The two-way beampattern is controlled via
the RIS response ω and the sensing beamformer. The idea is to design the RIS response
and sensing beamformer to obtain a desired two-way beampattern on each subcarrier. The
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Figure 2: Probability of Detection with multiple Area Scans (L = 1− 5).

design problem is far from trivial, as multiple parameters should be taken into account,
including the overall gain, directivity and side lobes of the RIS response. The RIS needs
to focus as much energy on the inspected area as possible and restrain from constructively
redirecting undesired echoes. A sub optimal approach for the design process is an alternating
maximization of each RIS element and based on the derived ω, maximising the transmission
beampattern, BPtx(θ).

The measurements collected during a coherent processing interval are processed through
a bank of correlators matched to the direction under inspection and a pair of delay and
Doppler shift; each correlator is followed by an energy detector and a noise variance
normalization. During the ℓ-th scan, the correlator outputs of all CPIs that exceed η1 are
considered potential targets and a plot is saved, encapsulating position, velocity and received
power information. To adapt a TBD procedure, a trajectory is defined as a collection of
plots among successive scans [4]. Assuming that L scans are jointly processed to form
possible target trajectories, each plot of the ℓth scan is added to a unique trajectory and
then removed. Each plot is added to the best matched trajectory and each trajectory may
have only a single plot from each scan. A Viterbi-like algorithm may be used to form the
possible trajectories. Trajectories with a likelihood above a thresehold, η2 are declared as
true targets. Numerical results highlight that he probability of detection improves as more
scans are jointly processed and the TBD procedure is essential in low SNR scenarios.
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Abstract 

Artificial Intelligence has transformed various domains, including healthcare, where it 
has revolutionized diagnostic and therapeutic practices. This paper explores the potential of 
handwriting analysis as a biomarker for assessing neurodegenerative diseases. The 
complexity of handwriting, incorporating motor and cognitive components, makes it an 
attractive candidate for disease assessment. By leveraging machine learning techniques, we 
propose two approaches to extract features from online handwriting data to implement a 
machine learning system to support the diagnosis of Alzheimer’s. 

Index Terms 

Artificial Intelligence, Machine Learning, Handwriting, Strokes 

I. INTRODUCTION

Artificial Intelligence (AI) has emerged as a transformative force in various domains, 
revolutionizing medicine by enabling novel diagnostic and therapeutic strategies. Within the 
healthcare sector, the availability of digital medical data has facilitated the develop- ment of 
AI applications, particularly in the field of machine learning. These applications have 
demonstrated great potential in enhancing the discovery of therapeutic tools, aiding 
diagnostic decisions, and supporting rehabilitation processes. The collaboration between 
researchers and expert clinicians has played a critical role in translating complex medical 
data, such as genomic information and medical imagery, into actionable knowledge to 
improve patient care. 

Over the past few decades, there has been a rapid proliferation of AI-enabled healthcare 
applications, driven by advancements in computing power, the expansion of genomic se- 
quencing databases, improvements in Natural Language Processing and Computer Vision, 
advancements in deep learning techniques, and the development of Computer-Aided Diag- 
nosis (CAD) systems. As the average life expectancy continues to rise, the prevalence of 
neurodegenerative diseases (ND), including Parkinson’s (PD) and Alzheimer’s (AD), has
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also increased, necessitating early diagnosis to mitigate symptom progression and enhance 
patients’ quality of life. 

While general neurologists typically handle the diagnosis of these diseases, consulting with 
a movement disorder specialist (MDS) is often recommended to avoid misdiagnosis. 
Neuroimaging techniques, such as magnetic resonance imaging (MRI) and DaTscan, serve 
as valuable tools in cases where diagnosis is uncertain or when distinguishing these syn- 
dromes from other conditions. However, these imaging methods can be invasive, expensive, 
and may not be widely accessible. Therefore, there is a pressing need for non-invasive 
alternative systems to aid in early disease detection. 

Handwriting analysis has emerged as a promising biomarker for assessing neurodegen- 
erative diseases. The intricate nature of handwriting, involving both motor and cognitive 
components, makes it an attractive candidate for disease assessment. Research has indi- 

cated a close correlation between changes in handwriting and disease severity, as well as 
cognitive impairment. Specifically, abnormalities such as micrographia and agraphia have 
been identified as characteristic symptoms associated with neurodegenerative diseases [1]. 

To develop an effective handwriting analysis system, a substantial dataset comprising brain 
and graphomotor ability assessments is required. However, such datasets are not readily 

available, necessitating the development of specific protocols for data collection. Recently, 
machine learning-based approaches have been developed to automatically analyze 

handwriting and support early diagnosis of AD. In this context, features are extracted from 
the coordinates of the handwriting traits, which are recorded using digital devices. 

Typically, these features consider the entirety of the handwriting task. However, in this 
paper, we present a comparison between a statistics-based and a stroke-based approach [2] 
that aims to predict AD. Specifically, the former analyzes the whole handwriting whilst the 

latter 
analyzes the individual elementary traits that comprise handwriting, known as strokes. 

As mentioned before, in order to develop a machine learning system able to distinguish 
subjects affected by AD, it is necessary to build a significant dataset with handwriting 
collections. With the support of specialized medical figures, a protocol [3] composed of 25 
tasks has been built. The goal of the protocol is to highlight the cognitive, kinesthetic, and 
perceptual-motor abilities, areas typically affected by NDs. As previously stated, handwrit- 
ing is an activity that involves all the abilities mentioned before. The protocol thus requires 
patients to perform different tasks: 

1) Graphic tasks, test the patient’s ability to write elementary traits to join some points,
or draw simple or complex figures;

2) Copy and Reverse Copy tasks, test the patient’s abilities to repeat complex graphic
gestures with semantic meaning such as letters, words, or numbers;

3) Memory tasks, test the variation of the graphic section, keeping in memory a word, a
letter, a graphic gesture, or motor planning;

4) Dictation Tasks, investigate the writing changes along the tasks’ variation in which
the use of the working memory is necessary.

We acquired the data using a Wacom’s Bamboo tablet equipped with a pen. This setup 
enabled participants to write on A4 white paper sheets positioned on the tablet. The tablet
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recorded the pen tip movements’ x-y coordinates at a frequency of 200Hz. These coordinates 
were classified as either ”on-paper” or ”in-air” movements. ”On-paper” refers to when the 
pen tip touches the paper, while ”in-air” corresponds to movements when the pen tip is lifted 
from the paper within a maximum distance of 3 cm. For on-paper movements, we also 
captured the pressure exerted by the pen tip on the paper. 

We then extracted features from the raw data, calculated on the strokes that make up the 
handwritten traits. A stroke represents the individual component of a handwritten trait and 
consists of points between consecutive segmentation points, such as pen-up, pen-down, and 
zero-crossing velocity along the y-axis. 

II. EXPERIMENTS

After extracting the features, we structured them into a dataset, assigning each feature to 
its corresponding task. To identify the most pertinent features for each task and stroke type, 
we conducted a feature selection procedure. Next, we employed Bayesian search to optimize 
the hyperparameters. Utilizing the optimized hyperparameters, we conducted a series of 
experiments for both approaches, employing XGBoost classifier and various machine 
learning techniques. 

A. Majority Vote

In the first experiment, we performed a subject-wise train/test split on the complete dataset.
The subjects were divided into two groups, with 70% allocated for training and 30% for 
testing. This division ensured balanced data representation at the subject level. 

For each classifier and task, subject labels were predicted by majority voting among the 
strokes. Robust predictions were achieved using 5-fold Cross Validation. Thirty runs were 
conducted, with each run having an independent train/test subject split to ensure statistically 
reliable outcomes. The Accuracy Score metric was employed to measure model performance. 

B. Ranking

To improve the performance of the Single Task classification method, we introduced a
Ranking method for the tasks. To reduce noise and focus on task-specific information, feature 
selection is initially performed individually for each task, then each task is classified using 
the features that were chosen. Following classification, the tasks are ranked according to their 
accuracy scores. This ranking provides useful information about the classification models’ 
performance for each task. A subset of tasks is chosen for majority voting based on the 
accuracy scores. The top n tasks are chosen from a predetermined range, where n represents 
the number of top tasks. This approach harnesses the collective knowledge of the selected 
tasks, resulting in enhanced classification performance.
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C. Stacking

The Stacking approach represents a two-stage method for classification. It capitalizes on
the distinctive information provided by each task, enabling more precise predictions by 
amalgamating the task responses. To enhance overall system performance, we train a second 
classifier using the combined dataset. 

Initially, we divide the subject IDs of each task into two equal halves. Subsequently, we 
conduct feature selection for each task, aiming to identify the most relevant attributes while 
reducing dimensionality. Moving on to the classification process, we employ a highly 
parameterized classifier to initiate the first phase of classification. This classifier undergoes 
training on the preprocessed data specific to each task. Its objective is to generate preliminary 
responses based on the selected features, utilizing the first block of IDs for training and the 
second block for testing. 

Following the initial classification phase, we aggregate the obtained responses, creating a 
comprehensive database that contains predicted labels from each task for every subject in the 
test set. 

In the subsequent phase, we proceed with training a secondary classifier. We perform 
another Train/Test split on the combined dataset derived from the previous step. Then, we 
train the Second Classifier and make predictions, ultimately obtaining the final prediction 
from the system. 

III. RESULTS

In the following tables, TABLE I and TABLE II are shown the mean accuracy obtained 
for 30 run along all the tasks forming the two distinct datasets and with the three ML 
techniques described in the section II. 

TABLE I 
ACCURACY STATISTICS-BASED APPROACH 

Majority Vote Accuracy Ranking Accuracy Stacking Accuracy 

All OnPaper OnAir  All OnPaper OnAir  All OnPaper OnAir 

MEAN 30 RUN 0.772 0.744  0.765 0.855 0.878  0.833 0.729 0.734 0.704 

TABLE II 
ACCURACY STROKE-BASED APPROACH 

Majority Vote Accuracy Ranking Accuracy Stacking Accuracy 

All OnPaper OnAir  All OnPaper OnAir  All OnPaper OnAir 

MEAN 30 RUN 0.71 0.679  0.671 0.884 0.884  0.817 0.735 0.714 0.69
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IV. CONCLUSIONS

Results indicated that the stroke-based approach represent a valid alternative to explore 
further in next studies, using other Machine Learning Classifiers and Deep Learning tech- 
nique, exploiting the larger amount of informative data given from the strokes. 
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Abstract 

Parkinson’s Disease(PD) is a progressive neurodegenerative disorder that primarily 
impacts movement. Early diagnosis is crucial, as timely interventions can potentially slow 
disease progression and significantly improve a patient’s quality of life. While imaging 
examinations such as MRI play a role, they may not always provide definitive answers in 
the disease’s nascent stages. The impending rise in PD prevalence due to global population 
aging underscores the need for efficient, non-invasive diagnostic tools. 

Gait abnormalities, including impairments and irregular patterns, frequently indicate 
early PD. Analyzing and quantifying gait can offer critical insights into the potential 
presence and progression of the disease. With technological advancements, vision-based gait 
analysis systems have emerged as prospective non-invasive diagnostic tools. 

Traditional marker-based systems, like Multi-camera motion capture, are considered the 
gold standard for motion analysis. However, these systems come with inherent chal- lenges. 
Firstly, they are cost-intensive, making them inaccessible to many research groups or clinics. 
Moreover, their setup is cumbersome, often requiring patients to wear specialized suits or 
markers on their bodies, which can alter natural movement patterns due to the consciousness 
of being observed. Furthermore, their utility is typically confined to clinical or laboratory 
settings. This confinement restricts their ability to monitor daily life scenarios, where some 
of the most genuine gait patterns emerge. Such limitations have paved the way for exploring 
more versatile alternatives like markerless systems. As the name suggests, these systems 
require no markers, ensuring the capture of natural gait patterns. Their flexibility makes 
them ideal for continuous monitoring in real-life scenarios, offering a broader perspective 
on the disease’s impact on daily living.Leveraging this potential, our study aims to develop 
a markerless vision-based system for gait analysis using computer vision techniques to infer 
2D/3D human poses directly from videos or images without needing pre-defined human 
models or physical markers. These methods offer a non-invasive, affordable, and adaptable 
solution, particularly relevant in areas with constrained resources. Furthermore, the potential 
for deployment in home environments can facilitate continuous monitoring, giving a 
comprehensive overview of disease progression.
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I. Introduction

Technological progress, especially in the last decades, has allowed disciplines such
as robotics to considerably influence (and in some cases even change) our lives, jobs
and habits. In particular, this progress has allowed figures like robots to become more
and more present in our daily lives.

From factories [2] to operating rooms [1], from agricultural fields [7] to homes [3],
robots are becoming increasingly used to perform several tasks, especially those clas-
sified as dangerous or tedious for humans. This has allowed human workers to focus
their energies on more complex and less dangerous tasks, and companies, especially
those which make extensive use of collaborative robots, to reach an increase in ef-
ficiency, productivity and cost savings. However, in a society in which robots are
becoming more and more present and integrated, there is an important question to
consider: how can humans and robots coexist in the same workspace in a way that
could be classified as safe and “low-invasive” for both of them?

Regarding the safety aspects, current collaborative robots have numerous integrated
safety features, e.g., a lightweight structure and emergency stop procedures. However,
additional safety strategies must still be designed. In particular, strategies that, in
any operational condition, make it possible to estimate the human safety level and
intervene if the latter is compromised.

Although ensuring safety is of great importance, we also recognize the value of
allowing the robot to successfully carry out the assigned tasks while adhering to its
constraints. This means that a balance should be found between preserving the robot’s
activity and implementing a human safety strategy, i.e., the human safety strategy
cannot be overly conservative; otherwise, it may prove unnecessarily invasive and
detrimental to the robot’s mission. One of the most commonly adopted methods to
ensure a safe coexistence between humans and robots is the one based on implement-
ing reactive and evasive strategies capable of increasing the human safety level, such
as moving the robot away when the human is close to it. In this regard, the study
in [4] defines a danger index based on distance, velocity and inertia measures and
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outlines a virtual force with which moving the robot away from the human with an
intensity proportional to the above index. The concept of repulsive and attractive
forces has also been exploited in [6], where the architecture in charge of generating
the trajectory which will drive the robot towards the desired poses is an Explicit
Reference Governor. A framework capable of generating the robot trajectory taking
into account both the provided reference and the input and state constraints related
to the non-linearity of robot dynamics.

Motivated by the above considerations, in this abstract, we propose a comprehen-
sive architecture for a safe human-robot coexistence which modifies the robotic task
by taking into account human safety features as well as constraints or secondary
objectives of the robotic platform. Specifically, we design a safety planner that, based
on an optimal formulation, allows modulating the velocity and deviating from the
planned nominal path in order to ensure human safety. The proposed solution relies on
Control Barrier Functions (CBFs) and is integrated within a Hierarchical Quadratic
Programming (HQP) framework to take into account possible additional constraints
or general objectives of the robotic platform. In order to prove its effectiveness, the
proposed solution has been validated first within an indoor environment and then
within a real agricultural setting inspired by the typical use case scenarios addressed
within the H2020 European-funded project CANOPIES.

II. Human Safety Field

In [5], a safety field to account for the human-robot relative position is defined.
The field takes into consideration the overall robotic structure as well as an arbitrary
number of significant human points, e.g., the endpoints of the links composing the
human skeleton.

The case of single point P of the robot structure and single point Po of the human
operator is first considered, and in order to account for the above features, the
following local scalar safety index is defined:

f(p, po) = α(d) (1)

where p ∈ R
3 is the position vector of the robot point P , po ∈ R

3 is the position
vector of the human point Po, d = ‖p − po‖ is the distance between P and Po and α

is any non-negative continuous monotonically increasing Lipschitz function.

The cumulative safety index associated with the mobile manipulator is obtained
by integrating the function in Eq. (1) along the robot links and by then evaluating it
for each human point. To make the computation affordable in practical applications,
each link l has been approximated to a segment starting at p

0
l and ending at p

1
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with s ∈ [0, 1]. By denoting with no the total number of human points and with po,j

the position of the j-th one, the safety index associated with the j-th human point
with respect to the robot and consequently the cumulative safety index can be easily
obtained from Eq.(2) as:

Fj =
n

∑

l=1

Fl

(

p
0
l , p

1
l , po,j

)

, F =
1

no

no
∑

j=1

Fj (q, po,j) . (3)

III. Problem Formulation

Problem 1: Let us consider a dual-arm robotic system performing a cooperative
task encoded by a task function σ, for which a nominal desired trajectory σ

d(t) is
assigned by a Trajectory Generation module. Let us also consider a human operator
that shares the same workspace as the robots, that is monitored through a Perception
System and whose level of safety is assessed by the index F (t) in Eq. (3), for which
a time-varying minimum value

¯
F (t) is assigned. The objective is to design a Safety

Planner capable of:

• scaling down the nominal trajectory σ
d(t),

• modifying the nominal path of σ
d(t),

• finding a null space motion un;

so as to generate a safe trajectory σ
s(t) and an input signal un capable of guarantee

the fulfilment of the safety condition

F (t) ≥
¯
F (t) (4)

and at the same time, the meeting of any robot’s position, velocity and acceleration
constraints.

Figure 1 shows the proposed architecture that summarizes the interconnection be-
tween the Trajectory Generation module, the Safety Planner, the Low-level Controller
and the Robot with its Perception System. The idea is to design a Safety Planner
for online scaling and modifying the nominal trajectory computed by a Trajectory
Generation module depending on the output of a Perception System in order to obtain
a safe trajectory to be sent as a reference to the Low-level Controller module that
computes the joint velocities to the Robot.

Trajectory

Generation

Perception

System

Safety

Planner
Robot

Low-level

Controller

σ
d(t)

σ̇
d(t)

po,i

σ
s(t)

σ̇
s(t)

un

q̇

q

Fig. 1: Overall control architecture.
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IV. Proposed Solution

The idea is to parameterize the nominal trajectory σ
s(t) with respect to two pa-

rameters: c, which allows to scale down the trajectory, and ∆σ that allows modifying
the path. Then, by defining proper virtual inputs uc, uα that allows modulating the
amount of scaling and path deviation, respectively, and un that generates internal
motions in case of a redundant structure, the objective is to find the optimal values
of these inputs in order to modify the nominal trajectory so as to keep the safety
field value above the minimum threshold. This can be accomplished by adopting the
Safety Planner scheme shown in Figure 2 based on the HQP framework. The entire
approach has been validated on a mobile bimanual robot.
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Fig. 2: Safety Planner functional architecture.
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IX. INTRODUCTION

Assistive robotics applications involving Human-Machine Interfaces (HMIs) aim to help 
people with motor disabilities to carry out daily-life activities [1]. In this context, two distinct 
control modes have been identified: shared and supervisory control. In a shared control mode, 
the user is included in the control loop as an active part and he generates high-frequency 
motion commands, that are then converted into low-level references for the robot, ensuring 
human safety constraints [2], [3]. On the other hand, supervisory control relies on low-
frequency commands provided by the user to issue high-level directives to the robotic system, 
enabling it to execute tasks autonomously [4], [5]. In the assistive robotics field non-invasive 
brain-computer interfaces (BCIs) [6], that use electroencephalography (EEG) based 
techniques, including P300 component of the Event Related Potentials (ERPs) and motor 
imagery, to facilitate control commands [7], [8], have received considerable attention. Motor 
imagery is a cognitive process in which users can imagine movements without actually 
performing them [9]. Furthermore, hybrid BCI architectures, that combines motor imagery 
and P300 potential for the asynchronous operation of a brain-controlled wheelchair, has been 
developed [10]. 

The aim of this work is to teleoperate a non-holonomic mobile robot within a scaled house-
like scenario, a shared control architecture based on motor imagery-based BCIs has been 
proposed to allow the user to control the robot with a maximum of two motor imagery 
commands [13]. To ensure safety during teleoperation, a task-priority inverse kinematic 
control algorithm is employed [11], [12]. Experimental validation of the proposed 
architecture was conducted using a healthy user operating a Turtlebot robot within a house-
like scenario, confirming its efficacy and practicality [13]. 

X. SHARED CONTROL ARCHITECTURE
In the envisioned shared control strategy (shown in Figure 1), the motion is controlled in 

a cooperative manner by both the robot and the user. 
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Figure 1: Implemented functional architecture

The architecture includes three control modes: free, guided and autonomous mode. In free 
mode, the robot autonomously moves forward at a constant velocity while the user controls 
the direction of motion using motor imagery based BCI. The robot embeds an autonomous 
obstacle avoidance behavior to assist the user in moving the robot without undesirable 
impacts. The user's intended motion is combined with the obstacle avoidance using null-
space-based inverse kinematics technique to ensure safety constraints are satisfied. 
Autonomous mode allows the robot to move completely autonomously without user input; 
instead, in guided mode the user controls the forward/backward velocity. The transition 
among the control modes is managed by a finite state-machine algorithm. 

BCI-based motor imagery allows users to control a robot's movement through motor 
imagery commands, classified using the OpenVibe framework. The user imagines right or 
left hand movements to control the robot's angular acceleration, in free mode, or the robot's 
linear velocity, in guided mode. However the classified commands from the BCI are affected 
by misclassifications, which can cause discontinuities in the robot's motion. To mitigate this 
effect, we introduce a filtering layer before the translation into motion commands, which has 
been first proposed in [13] for two class motor-imagery, and then extended also for 4-class 
in [9].  
The filter output increment (∆𝑦𝑦𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡) is determined by combining two forces: the free force 
(𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓), a sinusoidal function that depends on the filter output, and the BCI force (𝐹𝐹𝐵𝐵𝐵𝐵𝐵𝐵), that 
depends on BCI output. It is given by the following expression: 

∆𝑦𝑦𝑡𝑡
𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 = 𝜒𝜒 ∙ �𝜙𝜙 ∙ 𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑦𝑦𝑡𝑡−1

𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡) + (1 − 𝜙𝜙) ∙ 𝐹𝐹𝐵𝐵𝐵𝐵𝐵𝐵(𝑥𝑥𝑡𝑡
𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡)�,  (1) 

where 𝑥𝑥𝑡𝑡
𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 is the probability of the right class coming from the classifier output at time 𝑡𝑡, 

𝑦𝑦𝑡𝑡
𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 is the filter output at time 𝑡𝑡 and 𝜙𝜙 is the parameter used to weight the two forces. 

However, the original formulation of the filter has a drawback in managing the relaxed state, 
in which the user does not send any command to the system. To overcome this issue, a 
modification is proposed by adding a new restore force (𝐹𝐹𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑥𝑥𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡)), that help the user 
to push the filter output towards a "no command" state. The new filter output increment is 
given by the following expression: 

∆𝑦𝑦𝑡𝑡
𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡,𝑛𝑛𝑛𝑛𝑛𝑛 = ∆𝑦𝑦𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 + 𝐹𝐹𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑥𝑥𝑡𝑡
𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡). (2)
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This modification improves the usability of the system by allowing the user to stop the 
robot conveniently and naturally by using the relaxed state signal. 

XI. NULL-SPACE-BASED SHARED CONTROL STRATEGY
The kinematics of a differential-drive robot are described. A low-level controller generates 

velocity commands using a 2D velocity vector in the robot's frame. The output of the shared 
control architecture is translated into this vector by fusing two behaviors: user input and 
obstacle avoidance. User input allows control of robot’s linear velocity or angular 
acceleration, while the obstacle avoidance behavior maintains a minimum distance from 
obstacles along the user-commanded path. Velocities from these behaviors are fused using a 
null-space-based inverse kinematics framework [14], prioritizing obstacle avoidance while 
maximizing user control. The overall velocity command is computed by adding obstacle 
avoidance velocity to user input velocity in the null space of the obstacle avoidance task. This 
strategy is adaptable to robots with different kinematics and can handle multiple tasks. 

XII. EXPERIMENTS
The proposed architecture was implemented and tested using a g.tec Unicorn BCI and a 

Turtlebot. The experiments involved an able-bodied subject navigating the Turtlebot through 
a simulated house-like scenario, as shown in Figure 2a, and utilized Lab Streaming Layer 
(LSL) and TCP/IP protocols for communication between workstations. The experiments 
demonstrated the successful completion of the task without any collisions, as shown in the 
path in Figure 2b.  

a)   b)
Figure 2: a) Snapshot of the built scenario for the experimental validation; b) Executed path during one of the runs of 

the experiment.

The shared control architecture assisted the user to teleoperate the robot through three 
different sections: an obstacle-free section, a narrow passage, and an obstacles area. The 
control modes and velocity fusion techniques ensured safe and efficient robot navigation. 
Linear and angular velocities were controlled based on the active control mode, and the user's 
commands were integrated with autonomous computations to achieve the desired location 
while avoiding collisions. 

XIII. CONCLUSIONS
We proposed a shared control architecture aimed at assisting people to teleoperate a non-

holonomic mobile robot in a scaled house-like scenario through motor imagery based BCI 
and we performed several experiments to demonstrate the effectiveness of both architecture 
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and the proposed filter modification. 
In the future, we would like to extend the experimental campaign by involving more users 

and collaborating with healthcare organizations to evaluate the effective usability of this 
architecture and to include different scenarios. 
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Abstract 

In recent years, deep learning has received wide research interest in the field of medical 
image analysis. Exploiting advanced neural network architectures, it has revolutionized the 
ability to extract meaningful information from complex medical images, offering promising 
prospects for more accurate diagnostics and customized healthcare. Although current object 
detection models have achieved remarkable success, the increasingly high resolution of medical 
images poses a unique challenge, as it requires more attention to image details and the 
identification of tiny objects within the images. To address this problem, we propose a deep 
learning model that improves small object detection by using a novel anchoring techniques. The 
overall architecture consists of a backbone and two subnets of regression and classification. Our 
proposal significantly increases the accuracy of detection, contributing to early diagnosis and 
improved patient outcomes. The results demonstrate the relevance of our novel approach, with 
implications for a wide range of clinical applications as for instance: calcifications in digital 
mammograms and large-vessel- occlusion in computed-tomography-angiography. 
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I. PURPOSE
Athletic performance increases from birth to youth reaching a peak level in early adulthood  
and declines thereafter, furthermore, the competitive performance may change between  
athletes in different sports and events [3]. As a general trend for both sexes, the disciplines  
concerning very specific technical skills involve the youngest athletes, such as for the  
gymnastics and aquatic disciplines [2]. Thus, the aim of the study was to investigate the value 
of experiences in terms of ages and the influence of this on both sexes’ competitive  
performance in 3m and 10m diving.  

II. METHODS
Diving competition results from Sydney 2000 to Tokyo 2020 were collected from the FINA  
official website [4]. For the female (F) and male (M) medalists (Olympic (OL): F=18, M=18; 
Word Championship (WCH): F=30, M=30; Word Diving Cup (WDC): F=33, M=33) of each 
event the sum of the Degrees of Difficulty (DDs), age (OG: F= 25,1 yrs, M= 23,8 yrs; WDC:  
F= 22,8 yrs, M= 23,2 yrs; WCH: F= 23,3 yrs, M= 23,5 yrs), and first years of competitions  
(1°yrs – OG: F= 15,1 yrs, M= 15,1 yrs; WDC: F= 14,9 yrs, M= 15,3 yrs; WCH: F= 14,7, M= 
15,4 yrs) for both sexes were collected.  

III. RESULTS
Observing the trend over time of the first year of competition, it seems that in the 3m men are 
older than women especially in bronze medalist (M: y=-0,1959; F: y=0,0573). Instead,  silver 
medalist women seem to be older than men (F: y=0,157; M: y=0,0254). In 10m all  medalists’ 
women are younger than men (F: 1°y=0,0266; 2°y=0,0469; 3°y=0,0147; M: 1°y=- 0,1144; 
2°y=-0,0084; 3°y=-0,0829). From the analysis of DDs: in 3m women DDs  continuously 
increased in all medalists (1°y=0,0107; 2°y=0,0478; 3°y=0,0368), the same trend  is observed 
in men’s DDs especially for gold medalists (y=0,0316), while in silver and bronze  there aren’t 
a significant increase (Silver y=0,0017; Bronze y=0,0046). In 10m women’s DDs  values 
decrease with the increasing of the years for all medalists (1°y=-0,1879; 2°y=-0,1727;  3°y=-
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0,0497); in men especially for gold and silver medalist DDs values increase (1°y=0,4599; 
2°y=0,6401) while in bronze DDs decrease over the time (y=-0,225).  

IV. CONCLUSION
The results suggest that age is a fundamental parameter that may influence performance 
results  in both competitions. Furthermore, the experience, due to years of competitions, seems 
to have  a great influence on DD and consequently affects the preparation phase for the 
competitions. A good knowledge of athletes' career and abilities could provide coaches a 
guidance on  choosing athletes' routine and progression towards their performance goals [1].  

REFERENCE:  
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[2]  Apollaro et al. J Sport Med and Physical Fit, 2021, 62(6): 838-845
[3]  Elmenshawy et al. AGE, 2015, 37 (3): 1-8
[4]  FINA Official Website - www.fina.org
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Abstract 
Inter-limb asymmetry is defined as the performance imbalance of a limb with respect to the other one. 
Studies demonstrated how plyometric training could minimize inter-limb imbalance by reducing 
asymmetries and the relative risk of musculoskeletal injuries. Among the different plyometric training 
modalities, SuperJump® represented a reliable method. This study aimed to evaluate the acute effects of 
SuperJump® training on dynamic balance Unilateral Asymmetry and Bilateral Asymmetry Indexes. Thirty-
seven subjects were randomly allocated in two groups: SuperJump® (N = 20) and Control (N = 17). The 
SuperJump® group participated in the SuperJump® session, whereas the Control group did not receive any 
workout session. Before (PRE) and after (POST) the SuperJump® session, both groups performed the 
Wobble Board balance test. A significant difference (p < 0.003) between the SuperJump® in POST and 
Control groups in PRE intervention for dominant leg was found. No significant differences (p > 0.05) 
emerged between groups in testing time on Bilateral Asymmetry Index. Significant differences (p = 0.005) 
between PRE and POST in the SuperJump® group and an 18.9% Unilateral Asymmetry Index threshold 
reduction for the subjects were found. A strong relationship (R2 = 0.79) between delta (∆) change Unilateral 
Asymmetry Index and Unilateral Asymmetry Index baseline parameters was tested. Lastly, no significant 
differences (p > 0.05) in Unilateral Asymmetry Indexes between the Bilateral Asymmetry equal and 
change categories in the SuperJump® group was found. In conclusion, SuperJump® training played a key 
role in reducing Unilateral Asymmetry Index. 

Index Terms 

plyometrics; musculoskeletal equilibrium; postural control; motor skills; college students 

I.INTRODUCTION

The inter-limb asymmetry or inter-limb imbalance describes the concept of comparing the 
function (i.e., strength, balance) of a limb respect to the other [1]. Recently, the inter-limb 
asymmetry concept has been fully investigated, with inconsistent findings, particularly related 
to physical health and sporting performances [1]. Asymmetries between legs are influenced by 
several factors such as lateral dominance (left vs. right), injuries and sport specificity [2]–[4]. 
In particular, leg dominance is an important factor both in sports and in everyday tasks[5]. It 
leads to an increase in asymmetry magnitude and can contribute to the development of injuries, 
thus influencing sport and everyday tasks [6]. The type of activity in which the athlete is engaged 
and the training volume of sport exposure influence the magnitude of asymmetry [3], [7]. In 
fact, team-sport athletes exhibit significantly greater inter-limb asymmetries values with respect 
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to non-athlete, due to the large number of unilateral actions such as jumping and changes in 
direction [2], [7]. In this context, training programs should be structured aiming to eliminate or 
limit the asymmetries in order to avoid negative effects on health and performances of athletes 
and non-athletes on the long-term. Previous research demonstrated how training strategies, such 
as balance training, resistance training and warm-up programs, could minimize inter- limb 
asymmetries and the relative risk of injuries [4], [8], [9]. Furthermore, studies show that 
plyometric training could contribute to improve several sports/physical domains as vertical 
jump performance, acceleration, leg strength, muscular power and postural control [10], [11]. 
Among the different plyometric training modalities, an effective method is represented by mini-
trampoline training as it has been shown to increase lower body strength, bipodalic static and 
dynamic balance, and coordination in young subjects [12]–[14]. Among the mini-trampoline 
activities, in 2009, the American fitness teacher Jill Cooper developed the SuperJump® training 
(SJ) comprising aerobic and anaerobic exercises alternating upper and lower limbs performed 
to the rhythm of music. SJ training facilitates the reduction in body mass (−5%) and fat mass 
(−7%), the improvement of the lipid profile with the reduction in low-density lipoprotein 
(−28%), and the reduction in bone resorption (+34%) and parathyroid hormone (−23%) [15], 
[16]. Despite the beneficial acute and chronic effects of SJ on several physical outcomes, no 
study has yet investigated its acute effects on dynamic balance performances and balance inter-
limb asymmetries in young subjects. Therefore, this study aimed to evaluate the acute effects of 
SJ training on dynamic balance performance and Bilateral Asymmetry (BA) and Unilateral 
Asymmetry (UA) Indexes in healthy young adults. Based on the positive effects of SJ on health-
related domains, it could be hypothesized that SJ training might represent a good strategy in 
reducing dynamic BA and UA Indexes, providing an enjoyable and alternative training modality 
for both subjects and health specialists and/or coaches. 

II.MATERIALS AND METHODS
C. Study Design

Following the Declaration of Helsinki, the study was approved on 4 December 2019 from the 
Institutional Review Board of the Department of Human Sciences, Society, and Health of the 
University of Cassino and Lazio Meridionale (approval Number 26898) to examine the effects 
of the SJ training on subjects’ balance performance, BA and UA. All participants were asked 
to read and sign the consent form. Subjects were able to withdraw from the study at any time 
for any reason, without any consequences. BA and UA Index are commonly used in strength 
and conditioning investigations, particularly when performing countermovement, vertical, 
repetitive and unilateral jumps. These methodologies are the most used in laboratory and field 
settings, due to their being easily exposed to several populations, effectiveness and low costs. 
Since they only focused on strength, a new methodological approach, represented by the SJ 
training, was preferred in this study to fill the lack of scientific evidence in evaluating dynamic 
BA and UA Indexes. Considering that mini-trampoline training includes both the 
characteristics of the stretching– shortening cycle and the displacements of the center of 
gravity due the elastic material of the surface, which characterize any type of plyometric 
training, it could provide more information with respect to countermovement, vertical, 
repetitive or unilateral jumps. Thus, to establish whether dynamic BA and UA Indexes could 
be modified by SJ training, the assessment of dynamic balance was performed before (PRE) 
and after (POST) SJ training.  
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D. Participants and Procedures
A total of sixty apparently healthy college students voluntarily participated in this study and

received all information about the procedures and the aim of the study. Subjects were excluded 
if they reported pre-existing condition such as neurological condition, cardiovascular, 
respiratory, and/or metabolic diseases, hypertension previously diagnosed, osteoporosis, 
musculoskeletal injury of the back or lower extremities occurred during the past year, visual and 
vestibular disorders that could influence their balance ability, left- handed subjects and previous 
experience in SJ. Subjects were included if reporting to be minimally active according to 
International Physical Activity Questionnaire (IPAQ). Before starting the testing session, 
subjects’ anthropometric characteristics were collected. Height and body mass were measured 
to the nearest 0.1 cm and 0.1 kg, respectively, by using a scale with an integrated stadiometer 
(Seca 709, Vogel & Halke, Hamburg, Germany). Body mass index (BMI) was subsequently 
calculated and reported as weight (kg)/height (m2). Subjectively preferred dominant leg was 
also defined as the leg preferred when stepping on a platform [17]. The Italian version (7 items) 
of the IPAQ was also administered to determine the individual level of physical activity (PA) 
[18]. In the present study, physically active subjects were included. As proposed by the IPAQ 
Scoring Protocol, subjects had to meet at least one of the following criteria to be classified as 
minimally active: 3 or more days of vigorous activity of at least 20 min per day; 5 or more days 
of moderate-intensity activity or walking of at least 30 min per day; or 5 or more days of any 
combination of walking, moderate-intensity or vigorous intensity activities achieving a 
minimum of at least 600 metabolic equivalent task (MET) min/week. From a total of sixty 
subjects, twenty were excluded due to not meeting the inclusion criteria. Subsequently, the forty 
subjects were randomly allocated in two groups: twenty in SJ group (SJG) and twenty in the 
Control group (CON). Three subjects in CON discontinued the study without any specific 
reason. Twenty subjects in the SJG and seventeen subjects in the CON were finally analyzed 
(Figure 1). SJG participated in the SJ training session, whereas CON did not receive any training 
session. Before (PRE) and after (POST) SJ training session (intervention), both groups 
performed balance test (described in Section 2.4). 
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Fig. 1. Flow chart of the recruitment and selection process of the subjects included in the 
study. 

During testing and training sessions, to ensure the safety of each individual, physical exercise 
experts took care of the subjects’ due precautions, such as soft surfaces and various aids (i.e., 
mats). 

E. SuperJump® Training

SJ was performed on a mini-trampoline (CoalSport, Rome, Italy) with the diameter of the elastic 
surface of 122 cm. The SJ training session included a session of free practice on the mini-
trampoline and 30 min of workout. During the warm-up (5 min) and cool down (5 min) phases, 
subjects were required to continuously jump on the mini-trampoline while performing breathing 
and mobility exercises. During the central phase (20 min), consisting of jumping exercises and 
movements of the upper body, they performed the following exercises: double leg hops, single 
leg hops, alternated double leg hops on sagittal and frontal plan; single leg and double leg lateral 
hops, jumping jack, double leg hops with wide and close stance; wide to close-stance double 
leg hops. Subjects also performed hops alternating upper limb movements, such as hops with 
shoulder front and lateral raises, straight-arm push down, lateral elbow extension and flexion 
and alternating arms swing. The video workout was displayed on a computer screen, placed in 
front of the mini-trampoline, and the subjects had to follow the instructions. To monitor exercise 
intensity, rating of perceived exertion (RPE) was assessed by means of the Category-Ratio 10 
(CR-10) scale 30 min after the end of the training session, in line with similar studies  [19], [20]. 

F. Wobble Board Balance Test

A Computerized Wobble Board (WB) (Well Sport Project, G.S.J. Services S.r.l., Rome, Italy) 
was used in the present study to collect WB balance performance data. WB consists of a circular 
wooden surface with a diameter of 40 cm placed on a plastic semispherical support with a 
diameter of 12 cm and a height of 6 cm, containing a tri-axis accelerometer (Phidget Spatial 
0/0/3 Basic 1041, Phidgets Inc. 2016, Calgary, AB, Canada) to measure tilt angles (maximal tilt 
angle = 20°). A USB cable connected to a computer facilitated data collection (sampling 
frequency: 200 Hz) and real-time display of the WB tilt angle. Real-time performance was 
displayed on a monitor (resolution = 1920 × 1080) and was represented by a yellow motion 
marker (MM). The WB software (W.S.P. version 1.0.0.1; G.S.J. Service S.r.l., Rome, Italy) user 
interface also displayed a target zone (TZ) representing the stability area (tilt angle = 0°), and a 
countdown. The balance performance counter becomes active when the MM is into the TZ for 
at least one second (integer is the only number recorded, not second fractions). The software 
allows the user to calibrate the platform on 5 different levels: easy, medium, sportive, agonist 
and elite agonist. For the testing procedures, software level was set on easy mode (diameter = 
6.5 cm), following the validated protocols [21]–[24]. 

The WB test included 3 min of free familiarization with the platform and 1 min of rest in sitting 
position followed by one attempt of thirty seconds per lower limb with 1 min of rest in seated 
position in-between. Subjects were required to stay barefoot on the unstable platform, in a single 
leg stance, by adopting a comfortable and central position of foot, knee slightly bent and hands 
on their hips. The subjects were asked to focus on the MM and try to minimize its displacement 
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with the aim of keeping it inside the TZ as long as they could. Starting limb chosen was 
completely random. 

The test trial was interrupted and repeated if the subjects: (1) touched the floor with the raised 
leg; (2) used the arms as support; (3) braced the raised leg against the contralateral leg; and (4) 
dropped off the WB. WB balance performance was defined as the time (s) the MM was 
maintained into the TZ over the recording period. 

G. Bilateral Asymmetry Index and Unilateral Asymmetry Index

To evaluate the magnitude of balance BA between dominant and non-dominant leg, the BA 
Index was calculated as follows [1]: 

 (dl − ndl)/(dl + ndl) · 100  [1] 

where dl represents the dominant leg, and ndl indicates the non-dominant leg. The outcome 
extrapolated from the formula is represented as a vectorized percentage with positive values 
indicating that the dominant limb is preferred, whereas negative values favor the non-dominant 
limb. 

Furthermore, to analyze the UA Index the following formula was used [1]: 

 [(100/high · low) · −1] + 100     [2] 

where high and low correspond to the greater and lower values of the WB balance performance, 
respectively. 

H. Statistical Analysis

Normal distribution was verified by Shapiro–Francia test, showing normal distribution. 
Means, standard deviations (SD) and 95% confidence intervals (95% CI) were calculated for all 
variables. Statistical analyses were performed using STATA (Version 14.2; StataCorp LLC, 
College Station, Texas, USA). Linear repeated-measures mixed model analyses were performed 
to examine the effects of the SJ training on subject’s WB performance, BA and UA Indexes. In 
the model, subjects were considered as random effect, whereas the intervention (SJG vs. CON) 
and testing time (PRE vs. POST) were treated as fixed effect. The models were fitted using the 
residual maximum likelihood to account for the small sample. The repeated-measures Analysis 
of Variance (ANOVA) was used for computing the degrees of freedom of at distribution, as the 
subjects were tested PRE and POST intervention. Subsequently, the contrast method was used 
to test whether the dependent variable means of SJ, CON and testing time (PRE and POST) 
were identical. When significant main effects and interactions were found, post hoc analysis 
was applied using Bonferroni correction. In order to avoid type 1 error, after Bonferroni 
correction, for the linear repeated-measures mixed model, significance was set at p < 0.05 for 
the main effects and at p < 0.008 for post hoc pairwise comparisons. 
The magnitude of the difference was also determined using Cohen’s d effect sizes (ES). In line 
with similar research, an ES value less than <0.20 = trivial; 0.20–0.60 = small; 0.61–1.20 = 
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moderate; 1.21–2.0 = large and >2.0 = very large [25]. 
Subsequently, only for the SJG, linear regression analysis was used to test the relationship 
between PRE UA Index values and UA delta (∆) change to determine if UA asymmetry changes 
were related to baseline parameters. The ∆ change were calculated as the difference between 
PRE exercise and POST exercise UA index values. Lastly, for analyzing a possible influence of 
the SJ training on the BA index, the relative changes in the BA index between PRE and POST 
were classified into two categories: (1) no change from PRE to POST (equal); (2) change from 
PRE to POST (change). Subsequently, one-way ANOVA was used to assess difference in the 
UA index ∆ change between the two BA categories. For these analyses the level of significance 
was set at p < 0.05. 

III.RESULTS

Anthropometric characteristics of subjects are presented in Table 1. 

SJG = SuperJump® group; CON = Control group; N = number; BMI = body mass index. 

Subject rated the SJ session as ‘somewhat hard’ (mean RPE = 3.5) to the (CR-10) scale, 
corresponding to 12–13 on the 6–20 RPE scale [26], indicating a moderate intensity exercise 
[27]. 
The linear repeated-measures mixed model analysis showed a significant main effect (F(3,35) = 
3.50; p < 0.044; 95% CI = 0.11–7.28) between PRE and POST intervention for the WB balance 
performance on the dominant leg (Table 2), independently from the group (ES = 0.34). After 
Bonferroni correction, significant differences (p < 0.003; 95% CI = 2.30–11.04) were found 

SJG CON 

Female Male Total Female Male Total 

N 10 10 20 6 11 17 

Age (years) 24.1 ± 0.9 27.1 ± 2.8 25.6 ± 2.6 23.2 ± 1.6 23.5 ± 1.8 23.4 ± 1.7 

Body height 

(m) 
1.6 ± 0.1 1.7 ± 0.1 1.7 ± 0.1 1.6 ± 0.1 1.8 ± 0.1 1.7 ± 0.1 

Body weight 

(kg) 
57.2 ± 6.9 72.4 ± 11.4 64.8 ± 12.0 53.5 ± 7.8 72.7 ± 8.3 

65.9 ± 
12.3 

BMI (kg·m−2) 22.5 ± 2.3 24.3 ± 2.7 23.5 ± 2.6 20.9 ± 2.8 23.6 ± 2.7 22.6 ± 2.9 
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between the SJG in POST and CON in PRE intervention. No significant differences (F(3,35) = 
2.35; p > 0.05) between groups during PRE and POST evaluation for the WB balance 
performance on the non-dominant leg were found. 
No significant differences (F(3,35) = 1.07; p > 0.05) were found between SJG (ES = 0.09) and 
CON (ES = 0.22) groups in testing time (PRE and POST) on BA Indexes (Table 2). 

Table 2. Means and standard deviations of Wobble Board performances for dominant and 
non-dominant leg and SuperJump® training on the Bilateral Asymmetry Index between testing 
time by group. 

SJG (N = 20) CON (N = 17) 

PRE POST PRE POST 

Dominant leg (s) 18.5 ± 6.4 22.2 ± 6.8 * 15.5 ± 7.1 16.3 ± 6.8 

Non-Dominant leg (s) 18.0 ± 8.3 20.5 ± 5.9 15.5 ± 5.3 18.7 ± 6.1 

BA Index (%) 6.11 ± 36.43 3.39 ± 13.57 −2.50 ± 26.47 −7.93 ± 21.18

SJG = SuperJump® group; CON = Control group; N = number; s = second; BA = Bilateral 
Asymmetry; % = percentage. * significantly different from PRE values of the CON group. 

The linear repeated-measures mixed model analysis also showed significant differences (F(3,35)
= 3.29; p = 0.005; ES = 0.87) for UA Index between PRE and POST in the SJG (Figure 2). 
Furthermore, the model identified an 18.9% UA threshold reduction for the subjects. 

Fig. 2. Means and standard deviations of Unilateral Asymmetry Index between SuperJump® 

(SJG) and Control (CON) groups before (PRE) and after (POST) the training session. * 
significantly differences for SuperJump® group between testing time. 
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Linear regression analysis (R2 = 0.79, p < 0.0001) was performed to test the relationship 
between ∆ change UA Index and UA Index baseline parameters (Figure 3). Findings indicated 
that subjects with higher baseline values of lower-limb asymmetry had higher ∆ change for 
UA Index after the SJ training. 

Fig. 3. Delta change between before (PRE) and after (POST) the exercise testing values for 
Unilateral Asymmetry Index (R2 = 0.79, p < 0.0001). 

One-way ANOVA analysis showed no significant differences (p > 0.05; ES = 0.22) in UA 
Indexes between the BA equal category and the BA change category in the SJG (Figure 4). 

Fig. 4. Means and standard deviations of Unilateral Asymmetry Index between the Bilateral 
Asymmetry equal and change categories. 
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IV. DISCUSSION

This study aimed to investigate the effects of the SJ training on subject’s dynamic balance 
performance and to observe BA and UA Indexes acute changes after the SJ training intervention 
in healthy young adults. The relevant findings of the present study suggested that SJ training 
positively affected the UA Index for the SJG, by significantly reducing the lower limb balance 
asymmetry. Furthermore, considering the relationship between the UA Index ∆ change and UA 
Index baseline values, results showed that subjects with higher UA Index baseline values had 
higher UA Index ∆ change after the SJ intervention. On the other hand, a marginal and not 
significant effect of the SJ on BA Index was found. Plyometric training, such as repetitive jumps, 
represents a dynamic form of resistance training that involves displacements of the center of 
gravity resulting in improved dynamic postural control [28], [29]. Thus, SJ training preserves 
both the characteristics of the stretching–shortening cycle and the displacements of the center 
of gravity, which characterize any type of plyometric training. It has been shown that plyometric 
training had chronic effects on the dynamic balance of young athletes in basketball [30], [31] 
soccer [32], and rhythmic gymnastics [33]. Alongside this, few studies have investigated the 
acute effects of plyometric training on the balance performance of young athletes in 
weightlifting [34], volleyball [35] and football [36] or in recreationally trained individuals [37]. 
Although dynamic balance is considered a physical ability that requires long-term intervention 
training protocols in order to be improved, different studies have indicated that a single 
plyometric intervention has the potential to improve balance performance [34]. In line with these 
previous studies, findings from the present study confirmed that SJ training acutely improved 
WB performances. In fact, the main difference was observed between the SJG in POST (22.2 ± 
6.8 s) and CON in PRE (15.5 ± 7.1 s) intervention for the WB balance performance on the 
dominant limb with respect to the non-dominant one. Recently, Fusco and colleagues [21] have 
fully investigated the minimal detectable change values to determine significant changes in 
dynamic performance on the WB. Accordingly, the emerged mean difference of 6.7 s between 
the POST intervention of the SJG and PRE intervention of the CON might be considered a real 
change in WB dynamic balance performance. Therefore, these results suggested that SJ training 
could be considered in training programs to acutely enhance dynamic balance. However, further 
research to evaluate the acute effect of SJ on the dynamic performance assessed by WB in 
several populations is needed. Repeated jumps training may also cause fatigue and joint 
instability by negatively affecting postural control and increasing the BA Index [38]. In line 
with this assumption, a previous study showed that excessive jumps training cause muscle 
fatigue, decrease the concentric peak power and the stretching reflex and increase the magnitude 
of the BA Index in young athletes [39]. On the contrary, despite the 30 min of SJ workout 
performed in our study, no significant differences in BA Index between SJG and CON groups 
in PRE and POST evaluation were found. These results might be due to the selected workout. 
In fact, although the selected workout was standardized in terms of execution, performing 
repetitive jumps on a mini-trampoline may not have influenced the magnitude of BA Index. 
Thus, accurately selecting the type of plyometric training and type of surface where the jumps 
are executed might decrease the effects of fatigue on BA and consequently reduce the 
performance loss during balance dynamic performances. The literature identified that a UA 
threshold of >15% is considered as the real UA [1], [40]. Previous research has also highlighted 
that both athlete and non-athlete populations who exhibit values in the asymmetry threshold 
>15% have been associated with increased musculoskeletal injury risk for lower limbs when
comparing to subjects who scored below this threshold [3]. However, due the variability in
asymmetry, it seems premature for specialists providing the standardized threshold above which
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the rate of musculoskeletal injuries increases. Indeed, this threshold could differ depending on 
the morphological demands of the sport/physical performance itself, given the individual 
demands of each subject [41]. Among these physical activities, jumping, kicking and cycling 
have been indicated as detrimental to performances by increasing the inter-limb’s difference [3]. 
Although in the present study, the SJG had beneficial effects on UA Index by showing a 
reduction in UA of 18.9% between PRE and POST intervention, only a few participants had an 
asymmetry threshold lower than 15%. Therefore, considering that the effect of repetitive jumps 
on the elastic mini-trampoline played a key role in decreasing UA, and in light of the beneficial 
effects of SJ, health specialists may consider incorporating repetitive jumps on elastic platforms 
into their training to acutely reduce lower limb UA and the associated injury risks. Furthermore, 
when testing the relationship between the difference in PRE exercise and POST exercise UA 
Index values with UA Index baseline parameters for the SJG, subjects with low baseline values 
had a minimal or detrimental effect on the UA Index ∆ change. Thus, they tended to slightly 
improve or did not improve their UA Index after SJ training. However, subjects with higher UA 
Index baseline values tended to decrease their UA Index ∆ change POST exercise with 
significant improvements. When considering the results of the present study, health specialists 
could consider encouraging mini-trampoline training for athletes or untrained subjects who 
present higher baseline UA values, in order to decrease the UA and the risk of injury with respect 
to subjects who present lower baseline values. Research has highlighted the importance of 
monitoring not only the magnitude of the asymmetries but also their directions [42]. The 
direction of asymmetry is commonly referred to the stronger-performing limb (dominant vs. 
non-dominant and left vs. right) during a task, such as the leg jumping higher during a unilateral 
jump task [43]. This asymmetry variability has also been observed in squats, countermovement 
jumps and drop jumps in youth soccer athletes, concluding that the dominant limb is stronger 
than the non-dominant one [44]. In the present study, only for the SJG, two BA categories (equal 
and change) were created, in order to determine if subjects displaying a change in BA index 
needed a higher or lower reduction in UA Index. The equal category represents subjects with no 
difference in BA Index from PRE to POST, whereas the change category represents those 
having difference in BA Index from PRE to POST. Findings from the present study did not 
highlight a significant difference between the two BA categories (equal and change). This could 
mean that the total reduction in UA was similar between subjects that maintained the same 
direction of asymmetry (equal category) and the subjects that change the direction of asymmetry 
(change category). These findings could indicate that structured training programs aiming at 
eliminating or limiting the asymmetries of athletes and non-athletes, should not focus on the 
execution of exercises for the weaker-performing limb only. Rather, not well-tailored training 
programs, such as monopodalic-only training, could lead to a change in the direction of 
asymmetry, and then move from the dominant limb to the non-dominant one or conversely, by 
not achieving improvements in UA. Therefore, exercises that focus on the execution of both 
limbs, such as SJ training, could represent an important method in improving UA in healthy 
young and athlete populations, independently from the direction of asymmetry. Although this 
study provided some insights, some limitations need to be acknowledged. Only young adults 
who declared themselves to be minimally active were included. Therefore, populations with 
different PA levels and ages, such as sedentary and athletes, children and older, should be 
evaluated. Moreover, healthy individuals were enrolled. Therefore, future studies should also 
involve subjects with lower limb injuries or patients with dysfunctions such as Parkinson’s and 
Alzheimer’s, by ensuring the due precautions (i.e., safety) and modifications (i.e., shorter 
training duration, lighter exercise intensity, etc.). Finally, the present study only focused on the 
acute effects of SJ, and therefore, future studies should examine the chronic effects of mini-
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trampoline SJ training on balance UA and BA Indexes. 

V. PRACTICAL APPLICATIONS

The findings showed how SJ training had different effects on balance UA and BA Indexes. SJ
reduced UA percentage, by giving to health specialists an alternative method to train their 
subjects, based on the settled individualized aims. Based on the abovementioned results, 
practitioners and health coaches might choose the SJ training to reduce UA Index in subjects at 
risk of lower limb injuries or adopt the SJ method during the warm-up of specific sport 
disciplines in order to increase specific dynamic balance performances that require a high 
involvement of the dominant limb. 

VI. CONCLUSIONS

Studies widely demonstrated how plyometric training could minimize inter-limb imbalance by 
reducing asymmetries and the relative risk of sport or physical-related injuries. However, to 
date, this is the first study aiming at evaluating the effect of SJ on dynamic balance UA and BA 
Indexes, and it could have a high impact on training and evaluations protocols both in field and 
laboratory settings. In particular, the findings from the present study suggested that SJ training 
has the potential to reduce the UA Index in healthy subjects. In addition, the results indicated 
that subjects with higher baseline values of lower-limb asymmetry had a higher ∆ change for 
the UA Index after the SJ training, suggesting that coaches and health specialists could consider 
encouraging the use of mini-trampoline training for athletes or untrained subjects at highest risk 
of musculoskeletal lower-limb injuries. 
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I. INTRODUCTION

Brain-Derived Neurotrophic Factor (BDNF) serum levels are reduced in patients with 
Parkinson’s Disease (PD)(1).  

II. OBJECTIVE

This study aimed at assessing if exercise intensity, volume and type are associated with changes 
in BDNF in patients with PD. 

III. METHODS 

We searched clinicaltrials.gov, CINAHL, Embase, PubMed, Scopus, Web of Science for both 
controlled and non-controlled studies with patients with PD, published between 2003 and 2022, 
which assessed BDNF before and after different exercise protocols. The quality of studies was 
assessed using the Cochrane Risk of Bias (2) and ROBINS-I tool. Exercise intensity was 
estimated with a time-weighted average of Metabolic Equivalent of Task (MET), while exercise 
volume was estimated by multiplying MET for the duration of exercise (3). Exercise types were 
classified as aerobic, resistance, balance and others. Meta-regression and linear regression were 
used to assess whether these effect measures were associated with intensity, volume and type 
(4). PROSPERO registration number: CRD42023418629. 

253

mailto:andrea.paterno@unicas.it


IV. RESULTS

Sixteen studies (8 two-arm trials and 8 single-arm trials) including 384 patients with PD were 
eligible for the systematic review. Selected studies had low and moderate risk of bias and a large 
variability in terms of population and intervention characteristics. The meta-analysis showed a 
significant improvement in BDNF levels compared to the control group, Hedges' g = 0.70 (95% 
CI: 0.03, 1.38), with substantial heterogeneity (I2 = 76.0%). Between-group differences in 
intensity were positively associated with change in BDNF over time in a subset of 5 controlled 
studies. In the analysis which included non-controlled studies, intensity and total exercise 
volume were both positively associated with BDNF change. No difference was found according 
to exercise type. 

V. CONCLUSIONS

Exercise intensity and volume may increase BDNF levels in patients with PD, while the role of 
the type of exercise is to be further explored. 

Index Terms 

Brain-Derived Neurotrophic Factor, Exercise, Systematic review, Parkinson’s disease 
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Abstract 
As our world becomes increasingly connected and digital, social media is central to 

young people' lives. Platforms such as Instagram, TikTok and WhatsApp serve as virtual 
bridges between generations. They allow young people to express themselves, share 
experiences and connect with the world. But a complex maze of emotions, challenges and 
educational opportunities lies behind this fascinating window into the cyber world. Teenage 
years are a critical period of growth and development, when people are still learning to 
navigate the complex waters of their feelings. In this context, emotional intelligence emerges 
as a crucial skill. This article explores the interplay between social media usage among 
adolescents, emotional intelligence, and the risk of developing problematic social media use. 
Through a study conducted on a sample of 530 adolescents in Italian schools, we analyzed 
patterns of social media usage, levels of emotional intelligence, and the propensity for 
problematic use. The results highlighted that the overwhelming majority of adolescents use 
social media and instant messaging applications as integral parts of their daily routines. 
However, excessive usage is positively correlated with problematic social media use. 
Furthermore, we found that higher levels of emotional intelligence are associated with a 
reduced tendency for problematic social media use. The article underscores the importance 
of promoting emotional intelligence among adolescents as part of strategies to prevent 
problematic social media use. 

Index Terms 

 Social Media, Emotional Intelligence, Adolescence 

I. INTRODUCTION
Social media uses mobile and internet-based technologies to create highly interactive platforms 
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where individuals and communities can collaborate, share, discuss and contribute to user-
generated content [1]. The term 'social media' describes websites and services that emerged in 
the early 2000s. The first identifiable social network site, SixDegrees.com, made its debut in 
1997 [2].  These include social network sites, instant messaging Apps, video-sharing platforms, 
blogging and microblogging services, as well as related tools that enable users to generate and 
share their own content. In today's landscape, social media is a pervasive phenomenon in the 
lives of young people, with both positive and negative effects on their mental health and well-
being [3]. These platforms now play an important role in helping individuals, particularly young 
people, to develop and express their identity. Identity formation begins in childhood and 
becomes increasingly important during adolescence. During this time, pre-teens and teenagers 
try to define who they are and what role they play in society. The concept of identity is at the 
centre of this search for self. According to Erikson's theory of developmental stages, the 
challenge of adolescence is represented by "identity versus role confusion" [4]. This stage 
involves exploring personal identity and experimenting with social identities, including digital 
identity. Digital platforms provide an environment for young people to explore different social 
identities, but it is important to note that online identity is not separate from offline identity, 
rather the two dimensions are intertwined [5].  
Social networking sites are also an online space that provides more opportunities for young 
people to interact with other peers, and building meaningful friendships is an essential element 
of young people's psychosocial development, particularly for the overall well-being of pre-
adolescents and adolescents. In addition, some research suggests that the formation and quality 
of friendships can be improved through online communication [6].  
It is crucial to highlight that while social media offers young people opportunities to explore 
and develop their personal identity and to connect with friends, there is also a downside. 
Extended use of social media can replace other activities, such as face-to-face interactions and 
engagement in other leisure activities, such as sports or physical activities, which are known to 
be associated with improved well-being. Furthermore, the significant amount of time young 
people spend engaging in these online activities poses the risk of developing problematic social 
media use. Research conducted on 5961 adolescents highlighted that 4.5% of participants could 
be classified as at risk of developing problematic use of social media [7]. Emotional Intelligence 
(EI) represents a psychological trait of considerable importance, proving to play a fundamental 
role as a protective factor against various behavioral and health problems among adolescents. 
[8]. Adolescents with a higher level of EI may be better prepared to deal with the challenges 
that arise from the use of social media. Therefore, the primary objective of this study is to 
investigate the relationship between adolescents' social media usage patterns, emotional 
intelligence, and problematic social media usage. It also aims to identify potential strategies for 
promoting positive social media experiences and mitigating the risks associated with excessive 
and problematic use among young people. 

II. METHODS

The study included 530 preadolescents (50% male, 50% female) aged between 11 and 14 years 
(M = 12.12, SD = .891) from various lower secondary schools in Italy. 
An anonymous questionnaire was used to assess the study variables, consisting of a mixture of 
standardised questionnaires and questions. 
To record daily time spent on social media, participants were asked to complete a table 
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indicating their daily usage duration for each platform, categorized into the following intervals: 
15-30 minutes, 30-60 minutes, 1-2 hours, 2-4 hours, and more than 4 hours.
To assess social media addiction, the Bergen Social Media Addiction Scale (BSMAS) was
employed. This scale consists of six items rated on a 5-point Likert scale, ranging from "very
rarely" to "very often," measuring various addiction-like symptoms such as salience,
withdrawal, mood modification, conflict, tolerance, and relapse [9].
For the evaluation of Emotional Intelligence, the "Trait Emotional Intelligence Questionnaire –
Child Short Form" (TEIQue-CSF) was utilized [10]. This instrument is formed by 36 short
statements answered on 5-point Likert scale, ranging from completely disagree to completely
agree (e.g., I’m very good at understanding how other people feel).

III. RESULTS

Results from this study show that 98% of participants reported using an internet-connected 
device and 98.5% use instant messaging applications. Examining this data by gender, 98.1% of 
males and a slightly higher percentage of females, 99.2%, were active users of these apps. 
Approximately 86% of participants reported using social media platforms. Further analysis 
reveals some gender differences, with 89.4% of males and 82.5% of females using social media. 
The most used social media and instant messaging apps are WhatsApp (95%), YouTube (86%), 
TikTok (74%), Instagram (68%), Pinterest (44%) and Twitch (31%).  

Time of use of main social media 

Table 1 presents data on the time spent using the main social media platforms, divided into five 
categories corresponding to different time intervals (15-30 minutes, 30-60 minutes, 1-2 hours, 
2-4 hours, and more than 4 hours).

TABLE I: Percentage Distribution of Daily WhatsApp Usage by Time Intervals Correlation 
between TEI-Que, Bergen Social Media Addiction Scale and social media use 

Social Media 

Time of use 

1* 2* 3* 4* 5* 

WhatsApp 26% 22% 20% 18% 14% 

YouTube 19% 31% 25% 14% 11% 

TikTok 9% 19% 29% 24% 19% 

Instagram 37% 27% 17% 13% 6% 
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Pinterest 73% 17% 7% 3% 0.4% 

Twitch 24% 24% 22% 19% 11% 

*1=15-30 minutes, 2=30-60 minutes, 3=1-2 hours, 4=2-4 hours, 5= +4 hours. 

Table II presents correlations between different study variables, with values represented at the 
top of the table. The variable Trait Emotional Intelligence has a moderate but significant 
negative correlation (-0.265) with the Bergen Social Media Addiction Scale. This suggests that 
a higher score on TEI-Que (a higher level of emotional intelligence) is associated with a slightly 
lower tendency to addiction to social media, as measured by the BSMAS scale. Furthermore, 
the BSMAS shows a significant positive correlation with the time spent using TikTok, 
Instagram, WhatsApp and YouTube. 

TABLE II: Mean scores, standard deviations, and correlations of the study variables. 

Correlation 1. 

TEI-Que 

2. 

BSMAS 

3. 

Instagram 

4. 

Pinterest   

5. 

Tiktok 

6. 

WhatsApp  

7. 

YouTube  

1. 1 -,265** -0,028 -0,036 -,172** -0,026 -0,045

2. 1 ,376** 0,027 ,403** ,341** ,153** 

3. 1 0,144 ,466** ,459** 0,044 

4. 1 ,154* 0,052 ,215** 

5. 1 ,446** ,139** 

6. 1 ,143** 

7. 1 

Means 3.4 12.3 2.2 1.3 3.2 2.7 2.6 

S.D 0.4 4.7 1.2 ,7 1.2 1.3 1.2 

*p <0.05 **p<0.01
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IV. DISCUSSION

In today's society, the digital environment is an element that strongly characterises the contexts 
of everyday experience. This study aimed to contribute to the growing literature by deepening 
our understanding of how preadolescents are using digital technologies, especially social media 
platforms. The high usage percentages of instant messaging apps revealed by this study 
underscore how online communication has become a preferred mode of interaction among 
young individuals. Equally noteworthy are the substantial usage rates of social networking 
platforms. According to author Bozkurt, in today's world, similar to the cognitive stages of 
development proposed by Piaget or the psychosocial milestones proposed by Erikson, signing 
up for a social networking account has become a fundamental step in adolescents' psychosocial 
development [11].  
Despite the many benefits of the Internet, some people may use it in ways that lead to negative 
consequences, and adolescents are particularly vulnerable to this risk. An aspect that deserves 
further investigation is the amount of time that adolescents and preadolescents spend on these 
platforms. For example, a significant group of 19% of the sample spend between 30 and 60 
minutes daily on TikTok, while an even more significant group of 29% spend 1-2 hours daily 
on TikTok. It's important to note that TikTok is just one of the many social media platforms, 
substantial percentages of participants are also devoting significant time to other platforms like 
WhatsApp, YouTube, Instagram, and more. This indicates that pre-adolescents are actively 
using multiple social media platforms as integral parts of their daily routines. In addition, daily 
time spent on the most commonly used social media (TikTok, Instagram, WhatsApp and 
YouTube) is  correlated with social media addiction, supporting previous findings that excessive 
and habitual use can lead to addiction [12]. 
Parents and professionals often find it challenging to provide young people with guidance on 
responsible online behaviour, help them navigate online content, teach them how to use digital 
media in a positive way, and give them advice on how to manage online situations. This 
challenge is partly due to the fact that young people, regardless of their socio-economic status, 
race or ethnicity, tend to be more immersed in the virtual world than adults [13].  
The results of this study have also shown a negative correlation between emotional intelligence 
and problematic social media use. Adolescents with lower levels of emotive competence may 
face challenges in recognizing and effectively managing their own emotions. Emotional 
intelligence involves the ability to understand, express, and regulate emotions, both in oneself 
and in others [14]. When adolescents have decreased levels of emotional competencies, they 
may struggle to identify and cope with emotional distress in a healthy and adaptive manner. In 
such cases, they might turn to external sources for relief, and one common outlet can be 
excessive or problematic use of social media and smartphones. The lack of ability to identify 
one's own emotional states, to know how emotions can be channelled into thoughts and actions, 
as well as the lack of knowledge or ability to use effective strategies to regulate negative 
emotions, is what leads adolescents to resort to maladaptive strategies, such as problematic 
smartphone use (PSU), to cope with distress [15]. Social media platforms offer a convenient 
and easily accessible means of distraction and interaction, which can temporarily alleviate 
emotional discomfort. Developing better self-regulation skills might empower adolescents to 
manage their social media use more effectively [16].  
The school represents one of the privileged contexts for promoting a "culture of health". It is an 
environment in which children and young people have the opportunity to develop their identity, 
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critical thinking, self-awareness, as well as a sense of individual responsibility and autonomy. 
School-based programmes appear to be more effective in addressing this issue at this stage of 
development provide access to large numbers of students in a cost-effective way [17]. 
Incorporating programmes designed to develop emotional intelligence into schools could be 
crucial. These programmes would aim to improve young people's ability to cope with 
emotionally intense situations without resorting to excessive use of social media as an outlet, by 
teaching them how to recognise, understand and manage their emotions in a healthy way. 
Several studies have demonstrated the potential of interventions aimed at emotional intelligence 
and emotional education in young people, highlighting the benefits both in terms of improving 
socio-emotional skills and academic performance [18]–[20]. 
This study contributes to a deeper understanding of how young people interact with social media 
and provides insights into addressing challenges related to this evolving form of digital 
communication. Understanding the complex interaction between emotional intelligence, social 
media use, and its impact on well-being should be the subject of future research. By gaining a 
more profound understanding of these relationships, we can better equip young individuals with 
the skills and knowledge needed to navigate the digital landscape in ways that enhance their 
well-being and promote positive online experiences. 
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Abstract 

Social networks propose beauty standards that have dangerous implies on users’ body 
satisfaction and multifaceted on body image of preadolescents, a vulnerable age group facing 
unique challenges in the digital era. With the proliferation of social media platforms, 
preadolescents are increasingly exposed to carefully curated images and ideals of beauty, which 
can significantly influence their self-perception and body image. This study examines the impact 
of social networks on body image in a sample of 92 preteens. An anonymous questionnaire was 
used to investigate the time spent on social networks and the role of sociocultural influences on 
body image. The findings from this research underscore the pressing need for targeted 
interventions and educational programs that equip preadolescents with the skills and knowledge 
to navigate social network use in a way that promotes a positive body image and psychological 
well-being. 
Social Media, Body Image, Preadolescence  

Index Terms 

Social Media, Body Image, Preadolescence 

I. INTRODUCTION
    Body image constitutes a multifaceted concept encompassing three core domains: perception 
of our own bodies, the emotion intertwined with our physicality, and the thoughts and 
convictions we hold about our bodies [1]. Disruptions in one’s body perception can significantly 
impact their mental well-being [2]. Research suggests that socio-cultural factors wield 
substantial influence in the development of body dissatisfaction [3]. Negative body image can 
originate from a variety of sources, including familial influences, peer dynamics, media 
portrayals, and societal pressures [4] ultimately affecting self-esteem, competence, and social 
functioning [1].  
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In recent times, the explosive growth of social media has exposed an ever-expanding user base 
to content that upholds beauty standards, emphasizes thinness, and champions the absence of 
imperfections. Consequently, body dissatisfaction can emerge as a result of internalizing these 
appearance ideals and struggling to conform to the beauty standards propagated by the media 
[5]. Adolescents who spend more time on social media platforms receive heightened feedback 
concerning their physical appearance [6]. Social media platforms open doors for young  
individuals to receive continuous evaluations of their physical appearance in the form of 
comments and "likes" [7]. 

Despite the extensive body of literature exploring the impact of social media on adolescents' 
body image, limited attention has been given to the youngest age group. Preadolescence is 
regarded as a vulnerable period that amplifies the risk of various issues, such as eating disorders, 
social anxiety, and depression [8]. The formation of preteens' body image commences during 
this developmental stage, and the constant comparisons with the beauty ideals promoted by 
social media may significantly influence their body satisfaction. Even though many platforms 
have set age restrictions, preadolescents often manage to access social networks. In this context, 
implementing educational initiatives centred around fostering positive body image and 
promoting the safe use of social media may offer a potential solution. 

II. METHODS
     A group of 92 preadolescents, aged between 10 and 14 (comprising 55% females and 45% 
males, with an average age of 12 years old), participated in this study. They completed an 
anonymous self-administered questionnaire that aimed to investigate several aspects, including 
their use of social networks (including the types of platforms used, the average daily time spent 
on social media, addiction to social networks), as well as their level of body satisfaction. 
Participants reported the amount of time they spent on each social network per day, ranging 
from 15 minutes to over 4 hours. To calculate the total time spent online, researchers derived an 
average based on participants' responses regarding their daily usage time and the number of 
social networks they used. 
The degree of addiction to social networks was assessed using the Bergen Social Media 
Addiction Scale (BSMAS) [9], a six-item self-report scale. Respondents rated their behaviors 
on a 5-point scale, ranging from 0 (very rarely) to 5 (very often). 
Lastly, participants' body dissatisfaction was evaluated using the Sociocultural Attitudes 
Towards Appearance Questionnaire-4-Revised (SATAQ-4R) [10]. This questionnaire consists 
of 31 items for females and 28 items for males, all rated on a 5-point Likert scale with response 
options ranging from 1 (definitely disagree) to 5 (definitely agree). The questionnaire is divided 
into two main sections: Internalization and Pressures. The Internalization section encompasses 
questions related to perceptions of thinness, body fat, muscularity, and overall attractiveness. 
The Pressures section explores the influence of family, peers, significant others, and media on 
body image. Mean scores were calculated for each section to analyze the participants' responses.
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III. RESULTS

    Out of the respondents, 80.4% (n=74, with a mean age of 12 years old) stated that they use 
social networks. This percentage increased to 93.5% for messaging apps (n=86). The most 
frequently used platforms were WhatsApp (89%), YouTube (78%), TikTok (67%), and 
Instagram (67%). On average, respondents used about 5.52 social networks (SD 3.16), and they 
spent an average of 2.21 hours daily (SD 0.68) on each social network. Notably, boys reported 
a higher mean daily usage time (mean 2.37; SD 1.32) compared to girls (mean 2.13; SD 1.25). 

A. Descriptive statistics of BSMAS and SATAQ-4R

       BSMAS and SATAQ-4R descriptive statistics for the entire sample and both gender groups 
are shown in Table I and II. In the overall sample, the range of means for the BSMAS item 
scores ranged from 1.68 to 2.57. In the female group, the means ranged from 1.66 to 2.56. In 
the male group, the means ranged from 1.70 to 2.59. The range of means for the SATAQ-4R, 
in the female group ranged from 1.67 to 3.49, in the male group ranged from 1.90 to 3.80. In 
the female group, media pressure score (2.23) is higher compared with the influence of family 
(2.00), peers (1.67) and significant others (1.78). In the male group the average of the scores is 
uniformly distributed (1.90-1.99).  
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TABLE I: Descriptive statistics of the BSMAS. 

Sample Item Mean (SD) 

Total (n=92) 1 2.38 (1.38) 

2 2.24 (1.28) 

3 2.57 (1.40) 

4 2.08 (1.47) 

5 1.97 (1.32) 

6 1.68 (1.00) 

Female (n=51) 1 2.40 (1.37) 

2 2.32 (1.30) 

3 2.56 (1.43) 

4 2.22 (1.58) 

5 1.98 (1.38) 

6 1.66 (0.98) 

Male (n=41) 1 2.35 (1.42) 
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2 2.14 (1.25) 

3 2.59 (1.37) 

4 1.89 (1.30) 

5 1.95 (1.27) 

6 1.70 (1.05) 

TABLE II: Descriptive statistics of the SATAQ-4R 

Mean (SD) 

Female 

Mean (SD) 

Male 

Thin/Low Body Fat 2.70 (1.31) 2.40 (1.12) 

Internalization Muscular 1.80 (1.20) 2.26 (1.16) 

General attractiveness 3.49 (1.35) 3.80 (1.21) 

Family 2.00 (1.23) 1.99 (1.28) 

Pressures Peers 1.67 (1.09) 1.92 (1.14) 
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Significant Others 1.78 (1.17) 1.95 (1.27) 

Media 2.23 (1.40) 1.90 (1.22) 

B. Correlation between SATAQ 4-R, Time per day and BSMAS

Data screening suggested that data were normally distributed. Correlational analysis between 
body image (SATAQ-4R), amount of time spent on social networks and addiction to social 
media (BSMAS) are shown in Table 4. Body image showed a positive correlation with time 
spent on social media (r=0,417) and addiction to social network (r=0,537). Furthermore, there 
is also a positive correlation between time spent on platforms and addiction to social media 
(r=0,374). 

TABLE III: Correlation table SATAQ-4R-Time per day- BSMAS 

SATAQ-4R 

DAY 

TIME PER BSMAS 

SATAQ-4R Pearson’s 

Correlation 

1 ,417** ,537** 

p value <,001 <,001 

N 92 88 87 

TIME PER DAY Pearson’s 
Correlation 

,417** 1 ,374** 

p value <,001 <,001 
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N 88 88 84 

BSMAS Pearson’s 
Correlation 

,537** ,374** 1 

p value <,001 <,001 

N 87 84 87 

IV. DISCUSSION

      The primary objective of this study was to examine the correlation between the amount of 
time spent on social networks and individuals' body satisfaction. Our hypothesis that increased 
time spent on social media negatively impacts body satisfaction was confirmed. Additionally, 
we found that a higher score on a social network addiction scale had an adverse effect on body 
image, irrespective of the time spent online. Our findings suggest that social networks affect 
both males' and females' body image equally. 

Notably, the use of social networks appears to have a detrimental impact on body satisfaction 
during this stage of life. According to the results from the SATAQ-4R questionnaire, among 
females, media influence on body image surpasses that of family, peers, and significant others. 

This study has significant practical implications, with the most crucial being the necessity to 
implement educational approaches centered around fostering a positive body image and safe 
social network use. Schools are well-positioned to promote positive health behaviors, including 
body image development, and media literacy programs can counter unrealistic body 
representations in the media [11]. Long-term media education focusing on critical thinking, 
questioning, discussion, active participation, and key media competence concepts has been 
proven effective in addressing body dissatisfaction [12]. 

Intervention strategies should address key factors influencing body image, particularly emotions 
and feelings related to one's body [5]. Recent research indicates that children with a positive 
body image exhibit higher interpersonal intelligence, greater adaptability, and improved mood 
[13]. A collaborative approach involving schools, teachers, and parents is crucial. Schools, 
despite potential challenges, can play a vital role in both media education and promoting a 
positive body image. Physical education, if properly targeted, can be used to explore individuals' 
unique qualities. Additionally, education should start at home, with parents offering positive 
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and supportive treatment to their children, emphasizing both appearance and personal qualities, 
and setting a positive example of body shape and fitness. 

V. CONCLUSIONS

        The current study revealed that the time spent online is linked to body dissatisfaction and 
addiction to social media. Preadolescents use social networks regardless the age restrictions 
settled by social media platforms. Social media companies must consider this aspect and 
develop strategies that limit exposure risks for young people. A new research area to explore 
might be related to the content and activities on social networks that most afflict the body image 
of preteens. Furthermore, it is necessary to develop interventions to promote positive body 
image in young people with the support of educators and parents. 

The limitations of this study can be stated as follows. The sample analyzed were small, which 
may limit the generalizability of the results. Further, we were unable to model all the factors 
that lead to body image dissatisfaction. Measurements for social network use were self-reported 
and time spent on the platform might be underestimated or overestimated. 
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Abstract 
Pollutant emissions from residential heating systems represent a main concern in terms of outdoor air 
quality. Differently from other pollutants, sub-micron particle emission from heating systems has not yet 
been exhaustively characterized by the scientific literature, with limited data available, in particular, for 
gas-fueled boilers. In the present paper, an experimental campaign to measure the sub-micron particle 
number concentrations and distributions at the stack of different automatically-fed small-scale heating 
systems (conventional and condensing boilers fueled by natural gas and liquid petroleum gas, and pellet 
stoves) was performed. Based on the measured concentrations, corresponding emission rates and emission 
factors were also estimated. The results of the experimental campaign revealed that the highest 
concentrations were measured for pellet stoves (median value >107 part. m−3), whereas conventional 
(about 1 × 106 part. m−3) and condensing boilers (<106 part. m−3) presented much lower concentrations. 
No effect of the fuel (natural gas, liquid petroleum gas) on the total concentration measured at the stack of 
boilers was recognized, whereas a smaller distribution mode (at 10 nm) was measured for gas-fired boilers. 
Because of the particle concentration values, the highest particle emission rates and factors were the pellet 
stove ones (median values of 2.1 × 1015 part. h−1 and 8.4 × 1013 part. kWh−1, respectively), whereas 
emission rates for conventional and condensing boilers were about 5 × 1013 part. h−1 and 2 × 1013 part. 
h−1, respectively. 

This work has already been published in the scientific journal “Science of the Total Environment” (Caracci, 
E., Canale, L., Buonanno, G., & Stabile, L. (2022). Sub-micron particle number emission from residential 
heating systems: A comparison between conventional and condensing boilers fueled by natural gas and 
liquid petroleum gas, and pellet stoves. Science of The Total Environment, 827, 154288.). 
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 Abstract. Nowadays, the need to reduce greenhouse gas emissions all over the industrial and 
transport sectors is clear. The rise of new alternative fuels and their increasing use in the 
industrial and transport sectors have also defined needs in the flow metrology sector, because 
the impact of these new alternatives, energy efficiency, and emissions factors, directly depend 
on the quality of the measurement. The rise of the new metrological infrastructure suitable for 
estimating the flow under variable operating conditions has defined the need to support flow 
metrology with the numerical approach.  
Due to the solidity of the traditional infrastructure and the consolidated methodology of the 
measurement aspect, a small number of CFD applications have been conducted in the flow 
metrology sector to support measurement campaigns. To avoid the expensive experimental 
campaign and to get detailed fields and fluid behaviour, numerical simulations have been 
introduced in the metrological sector to intensively support the flow metrology goals. The 
CFD application is a very effective tool through which is possible to predict fluid behaviour 
and avoid configuration problems of the experimental setup.  

The orifice flowmeters are widely used to measure the flow rate in pipelines and the problem 
has been deeply investigated through experimental and numerical tests. The effect of the 
release coefficient of the orifice plate on the water system (Hutagalung et al. 2019) has been 
investigated, analyzing the relationship between the Reynolds number, 𝛽𝛽𝛽𝛽 ratio, and the 
discharge coefficient, concluding that the discharge coefficient values depend on the 𝛽𝛽𝛽𝛽 ratio 
and the Reynolds number, all other factors affect the overall error in measuring the release 
coefficient 𝐶𝐶𝐶𝐶𝑑𝑑𝑑𝑑[1] . The differential pressure-based measuring instruments are widely used 
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all over the sectors, due to simplicity, reliability and low maintenance costs. The differential 
pressure reflects an energy loss for the systems and the performance of a single-hole over a 
multi-hole orifice is compared (Bikic’ et al. 2022). A comparison of the two systems is 
presented, showing the higher efficiency of MHO systems together with a lower sensitivity to 
flow fluctuation [2]. A comparison between a multi-hole orifice flow meter and the empirical 
formula of the ISO standard 5167-2 has been conducted (Tomaszewksi et al. 2020), aiming at 
investigating the mass flow and pressure drop dependency. The flow coefficient determined 
for the six-hole orifice flow meter has been compared with the flow coefficient of the 
conventional single-hole with the same contraction parameters. The results of the work show 
that empirical formulas included in ISO standard 5167-2 can be successfully used for multi-
hole configuration and for a distance of 6D or higher the results of the two configurations are 
the same [3]. In the present study, numerical simulations have been realized, for a three-
dimensional Reynolds-averaged Navier-Stokes (RANS) combined with the Realizable K-𝜀𝜀𝜀𝜀 
turbulence model, to analyze the turbulent flow through a single-hole, sharped edge, orifice 
flow meter. In the present work, in the European SAFEST 203D project, the numerical model 
aims at testing a wide range of temperatures, density, viscosity and Reynolds number. A 
comparison of the numerical results with the empirical formula value through the ISO 
standard 5167-2 is conducted, aiming at the validation of the numerical model. Secondarily, 
the performance of the orifice flowmeter numerical model is tested with a variable flow rate at 
the inlet section, evaluating the flow rate calculated from numerical differential pressure 
across the orifice section. 

Figure 1: Computational domain of the orifice flowmeter and the main boundary patches 

Keywords: CFD, measurement, flowrate measuring, orifice flow meter, numerical 
simulations 
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Abstract 

Carbon-free fuels, in particular ammonia and hydrogen, could play a significant role in 
the decarbonization of the mobility sector. In particular, ammonia, that can also be obtained 
starting from renewable energy sources, can be used as an hydrogen carrier. Ammonia is 
also a promising carbon-free fuel in combustion systems, then the behavior of internal 
combustion engines (ICEs) fueled by ammonia needs to be further investigated. The main 
disadvantage of this fuel is its low laminar flame speed especially when it is oxidized with 
air. On the other hand, considering a spark-ignition (SI) engine, the absence of knock 
phenomena could allow a performance improvement. In this work, a 15% of hydrogen by 
volume has been added to ammonia in order to investigate the behavior of small turbo-
charged engine at low load conditions. The addition of the hydrogen to the mixture extends 
the exploitable region of the engine respect to neat ammonia propulsion. The efficiency 
icreases considering ammonia hydrogen blend. Ammonia-hydrogen blends also allow to 
explore a wider range engine load respect to ammonia fueling, guaranteeing compliance 
with some considered constraints. Running with neat ammonia the engine can reach 3000 
rpm being able to vary the load very little, while for ammonia hydrogen blend engine 
supposed to run up to 5000 rpm. 

277



278



Lift and Drag Coefficients for a 
NACA 63-412 near the Free Surface 
Romolo Di Bernardo1, Salman Ali1, G. Spazzafumo1,2 and Domenico Speranza1 

1University of Cassino and Southern Lazio, 
Via G. Di Biasio 43, Cassino (FR), 

Italy. 
1EnTraT s.r.l.s., Cassino (FR), Italy 

 Email: romolo.dibernardo@unicas.it 

Index Terms 

Hydrofoils, Multiphase Fluid Dynamics, CFD Simulation, NACA 63412 Wing Profile, Sustainable 
Boating, Control Systems, Drag Reduction. 

Abstract 
The marine sector is facing the need to find technology to reduce the resistance of boats to 
reduce gas emissions. One of the most promising is hydrofoil, which is applied for medium-sized 
vessels and allows a drastic decrease in drag, raising the boat's hull over the water. Despite these 
positive aspects, one of the challenges that the research is facing is the stability related to the 
behavior of the wings in a multiphase environment. In this paper, we performed simulations of a 
widely employed 2D wing profile in hydrofoil, the NACA 63-412, to verify how the lift and drag 
coefficients (respectively CL, CD) change with different submergences. The CFD software Star 
CCM+ was used to simulate the wing with a chord length (C) of 0.203 m and a Reynolds 
number (Re) of 159000. The simulations apply the RANS method, with k-epsilon turbulence and 
Volume of Fluid (VOF) model in accordance with the International Towing Tank Conference 
(ITTC) criteria. Results show that CL presents a max value at the dimensionless submergence of 
h/C = 1.05, and as the wing gets closer to the free surface, CD shows exponential growth. The 
data reported can be used in the design of hydrofoils to improve control systems and maximize 
the overall performance of these boats.

XIV. INTRODUCTION

The naval sector is aiming for carbon neutrality by 2050 as recommended by the 
International Maritime Organization [1], this effort is mandatory to enable a green transition 
as the shipping sector is fundamental to global trade and transport [3]. 

A key aspect on which research is working is to decrease the total drag of the boat and, 
consequentially, the fuel consumption and emissions. One of the most promising 
technologies that allow this goal is hydrofoil technology, applied on mid-small vessels [4]. 
Thanks to submerged wings, this technology can rise the hull from the surface of the sea and 
in some cases can half the drag of the boat with respect to a similar displacement or planing 
hull [6]. Against these positive effects, there are several problems related to this kind of boat 
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still open to innovative solutions [7]. One of the most important is stability: this happens 
because the wings work in water very close to the free surface and, in addition to cavitation 
or ventilation [8], the lift and drag could change due the proximity of the less dense fluid 
(air). 

In 1982 Duncan was one of the first to investigate the behaviour of a NACA 0012 close to 
the free surface [9]. Based on this experiment, after years, numerical analyses on NACA 0012 
have verified that the lift coefficients and drag coefficients (respectively CL and CD) change 
with the submergence of the 2D hydrofoil [10]. 
To better understand this phenomenon and to broaden knowledge in the sector, the following 

work presents the methodology used to evaluate the hydrodynamic behaviour of one of the 
most used airfoils in hydrofoil projects: the NACA 63-412. Considering h as the submergence 
and C as the chord of the airfoil, the results were reported in terms of lift and drag coefficients 
(CL and CD) with respect the dimensionless submergence h/C under the hydrodynamic 
Duncan’s experiment condition: Reynolds (Re) 159000, fresh water and 5° angle of attack for 
the airfoil.  

The analyses were performed using the Reynolds Average Naviers-Stokes (RANS) equation 
solved by the STAR CCM+ by Siemens computational fluid dynamic (CFD) software, the 
Volume of Fluid (VOF) Wave method was employed to simulate the interaction between air 
and water and k-ε to model the turbulence. 

I. METHODS

To facilitate comparison with other experiments or numerical analyses in the literature, this 
study was conducted validating the numerical model and replacing the NACA 0012 airfoil 
with the NACA 63-412 to evaluate its behaviour in terms of hydrodynamic coefficients (CL 
and CD) and free surface deformation (wave-cut). The CL and CD coefficients are defined below 
in equations (1, 2): 

𝐶𝐶𝐿𝐿 =
2𝐿𝐿

𝜌𝜌𝑣𝑣2𝑆𝑆
(1) 

𝐶𝐶𝐷𝐷 =
2𝐷𝐷

𝜌𝜌𝑣𝑣2𝑆𝑆
(2) 

where 𝜌𝜌 is the density, 𝑣𝑣 is the speed of the fluid, 𝑆𝑆 is the surface of the wing, 𝐿𝐿 and 𝐷𝐷 are 
respectively the lift and drag forces.  
The VOF Wave method allows to simulate a virtual towing tank and in accordance with ITTC 
CFD requirements [11], we created a pseudo two-dimensional model to simulate the water-air 
interaction.  

The airfoil leading edge was positioned within the reference system in accord to the literature 
to evaluate its submergence. The dimensions of the domain and geometry parameters used in 
the simulations are reported in Fig.1. 
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A. Numerical Model
The Star CCM+ CFD software was used to solve numerically the evolution of

incompressible viscous flow: in this case, we used the Reynolds Averaged Navier–Stokes 
(RANS) method using the Reynolds stress −𝜌𝜌𝑢𝑢𝑖𝑖

′𝑢𝑢𝑗𝑗′. The governing equation of the flow field 
averaged for mass conservation and momentum are solved numerically. More information is 
described in Star CCM+ documentation [12]. 

On top and to the bottom of the domain we imposed the inlet condition to create a pseudo-
B.C. that simulate the behaviour of a towing tank simulating the direction of the fluid in accord
to the VOF Wave method.

In our work, we made an unstructured mesh refined only in the areas where necessary, with a 
total number of cells equal to 550 k and a max size of 0.01 m. 

The results obtained using the mesh were compared with the literature [14] in terms of CL 
and deformation of wave-cut verifying the accuracy of the numerical model. 

In total we performed 10 simulations, to ensure the correct trend of the curve. The range of 
submersion simulated was from h/C = 0.8 to h/C = 1.8, one additional simulation was performed 
in a submergence h/C > 5 [15] to compare the results with the undisturbed condition. 

II. RESULTS
A. Lift coefficient – submergence curve

The lift coefficient – submergence curve and the percentage variation with respect to the
undisturbed condition curves were reported in Fig. 2. 

Figure 1. On the left side 
the domain used in the simulations, on the right side the 2d. 

Figure 2. Lift coefficient – submergence curve for NACA
63-412 in Duncan conditions. In red  undistrubed    conditions  .
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Decreasing submergence of the hydrofoil (going to right-to-left in the diagram) the curves 
present a characteristic grow-peak-decrease trend, similar to the NACA 0012 case. For the 
NACA 63-412 the max value of CL = 0.952 is measured at the h/C = 1.05. 

B. CD – h/C curve
In the same way as the lift coefficient, the CD -h/C and the percentage variation with

respect to the undisturbed condition curves were reported in Fig. 3. 
In this case, CD coefficient increases exponentially if the NACA 63-412 comes close to the 

free surface. In the condition of max CL and submergence of h/C = 1.05, the drag coefficient is 
measured as CD = 0.0412. 

III. CONCLUSIONS
The presented work expands the knowledge regarding the behaviour of the wings near the free 
surface presenting the methodology used to investigate the variation of the lift and drag 
coefficients for the NACA 63-412 at different submergences. 
The lift and drag coefficient curves were obtained as a function of the dimensionless immersion 
on the hydrofoil chord.  
Starting from a deep immersion condition and going to the free surface, the curve representing 
the lift coefficient is characterized by a grow-peak-decrease, with a peak of CL = 0.9523 
measured at h/C = 1.05. After this max value, the curve of lift coefficient rapidly decreases to 
the free surface.  
In the case of the drag coefficient, its curve increases exponentially up to the free surface with 
a CD = 0.0412 value in the condition of max CL. 
A future development regards the towing tank test of the NACA 63-412 2D hydrofoil in the 
same conditions analysed in the paper to verify the simulations also in an experimental way. 
Once the data has been verified, they can be used in the design of hydrofoil or to optimize the 
response of the automatic control system to improve the stability and the safety of the boats. 
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Abstract 

This article presents a comprehensive status report on a three-year PhD project focused on 
the intersection of Open Innovation (OI) and Intellectual Property (IP) Strategy. The study 
aims to develop a model that optimizes the valorisation of industrial property through OI 
and maximizes the effectiveness of OI initiatives through IP Strategy. The paper 
incorporates a literature review that highlights the gaps and challenges in the OI-IP 
relationship and presents a synthesized framework. It also includes findings from the 
research project, which utilized qualitative and quantitative research methods to identify 
overlooked factors and understand the experiences of individuals involved in OI projects. 
Additionally, the paper discusses insights from a scientific article published during the 
PhD and analyses the integration of the research project, literature review, and article. The 
article concludes with a progress report, future directions, and the potential practical 
applications of the developed model. This status report provides valuable insights into the 
evolving nature of the PhD project and its contributions to the field of OI and IP Strategy. 

I. INTRODUCTION
Open Innovation (OI) is a paradigm that has gained significant scholarly and managerial 
attention due to its potential to promote knowledge flows and industrial property valorisation 
[1]–[3]. Unlike traditional closed innovation models, OI emphasizes the strategic exchange of 
knowledge and ideas with external partners, enabling organizations to access diverse expertise, 
resources, and technologies [4], [5]. By embracing OI, companies can accelerate innovation 
processes, expand their market reach, and effectively utilize their industrial property assets [6]. 
Through collaborations, licensing agreements, and joint ventures, organizations can tap into 
external innovation sources, enhancing their competitive advantage and maximizing the value 
of their intellectual property [7], [8]. Hence, OI holds substantial significance in facilitating 
knowledge flows and driving industrial property valorisation, enabling organizations to thrive 
in today's dynamic business environment. 

The primary objective of this research project is to develop a model for optimizing industrial 
property valorisation through OI and Intellectual Property (IP) Strategy. OI, as proposed by 
Chesbrough [9], promotes the exchange of knowledge flows to accelerate innovation and 
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expand markets for external use of innovation. However, many companies struggle with 
effectively utilizing their valuable patents and lack strategies in IP Strategy and Intellectual 
Property Protection, resulting in underutilization of industrial property [2], [5]. This research 
aims to address these challenges by developing a model that balances IP protection and Open 
Innovation to maximize the valorisation of industrial property and enhance the effectiveness of 
OI initiatives [6]. The model will incorporate strategic tools that enable companies and their 
partners to optimize industrial property valorisation through OI, thereby facilitating growth and 
success [10]. By integrating insights from the literature review and empirical research, this study 
aims to contribute to the advancement of OI and IP Strategy, providing practical guidance for 
companies in leveraging their intellectual property for innovation and market expansion. 

The research project is planned to be conducted over a three-year timeline, encompassing a 
comprehensive investigation into optimizing the valorisation of industrial property through OI 
and IP Strategy. The timeline will include various stages and methodologies to achieve the 
research objectives. The methodologies employed in this study will comprise literature analysis, 
questionnaires, and interviews with key stakeholders in the field of IP and OI. These methods 
have been recognized as valuable tools for gathering relevant data, exploring insights, and 
understanding the experiences of individuals involved in OI projects [3], [8], [11], [12]. Through 
the integration of quantitative and qualitative research methods, this study aims to identify 
factors overlooked in previous studies and develop a model that provides strategic tools for 
companies to optimize industrial property valorisation and enhance the effectiveness of OI 
initiatives [10]. 

II. THEORETICAL BACKGROUND
The literature review revealed several key findings regarding the relationship between OI and 
IP. OI, characterized by knowledge exchange and external collaboration, has the potential to 
leverage IP for innovation and market expansion. IP protection mechanisms play a vital role in 
facilitating knowledge sharing in an OI context, enabling companies with valuable patents to 
bring innovative products to market and promoting collaboration between companies lacking 
R&D resources and external inventors. However, the literature also highlighted challenges in 
strategic decision-making regarding IP and OI, with some companies adopting defensive 
behaviors and hindering innovation. The review identified a lack of clear transition from IP-
focused to OI-focused strategies, calling for a comprehensive framework that synthesizes the 
literature. The findings emphasize the need to balance IP protection and OI to maximize the 
valorisation of industrial property and the effectiveness of OI initiatives [3], [6], [10], [13]. 

Existing literature on IP strategy in OI projects reveals several gaps and challenges that need to 
be addressed. Some studies have highlighted the lack of best practices or regulations for 
appropriating ideas from OI projects, leading to defensive behaviors and hindering innovation 
[10]. The fragmented nature of the literature creates a need for a clear transition from IP-focused 
to OI-focused strategies [14]. Furthermore, the impact of external factors such as industry and 
the external environment on OI strategies remains underexplored [15]. Individual factors, 
including perceived risks, tensions during technology transfers, and employee challenges, are 
also areas that require further investigation [16], [17]. Moreover, tensions related to knowledge 
ambiguity, fear of knowledge leaks, and the risk of revealing knowledge in OI projects have not 
been fully examined in the literature [18], [19]. To address these gaps, this study aims to develop 
a comprehensive framework synthesizing the literature on IP strategy and OI, contributing to a 
better understanding of the challenges and opportunities associated with IP management in OI 
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projects. 

A comprehensive framework has been synthesized from the literature, addressing the 
relationship between Open Innovation (OI) and IP and categorizing strategies [5], [9], [20]–
[24]. This framework provides a structured overview of the OI-IP relationship, offering insights 
into how organizations can effectively navigate the tensions between knowledge sharing and 
protection. The framework categorizes strategies as IP Disassembly, IP Valorisation, 
Technology Transfer, Knowledge Exploitation, and Value Capture, capturing the diverse 
approaches adopted by organizations to balance IP protection and OI initiatives [22], [25]–[27]. 
By classifying strategies within these categories, the framework offers a valuable tool for 
organizations to analyse, understand, and strategically align their OI and IP practices to 
maximize the effectiveness of their innovation efforts while safeguarding their intellectual 
property assets. 

III. RESEARCH OVERVIEW
The research project aims to address the gaps identified in the literature review regarding the 
relationship between OI and IP. As highlighted in the literature review [2], [3], [5], there is a 
lack of comprehensive frameworks and best practices for effectively integrating IP Strategy into 
OI initiatives. Building upon the synthesized framework proposed in the literature review [23], 
the research project seeks to develop a model that optimizes the valorisation of industrial 
property through OI and maximizes the effectiveness of OI initiatives through IP Strategy. By 
conducting thorough literature analysis, questionnaires, and interviews with key stakeholders in 
IP and OI, this research project aims to identify overlooked factors and understand the 
experiences of individuals involved in OI projects. The integration of the research project with 
the literature review will provide valuable insights and contribute to closing the existing gaps in 
knowledge. 

The research methodology employed in this study encompasses various techniques to explore 
the relationship between OI and IP in the context of industrial property valorisation. A 
comprehensive literature analysis was conducted to gain a thorough understanding of the 
existing knowledge on OI and IP [2], [3], [5]. This analysis served as the foundation for 
developing research questions and identifying gaps in the literature. To gather primary data, 
questionnaires were administered to professionals involved in IP and OI initiatives, allowing for 
the collection of quantitative data on their experiences and perspectives. In addition, interviews 
were conducted with key stakeholders, including industry experts, IP managers, and OI 
practitioners, to obtain qualitative insights into their practices and challenges [8], [11], [12]. The 
combination of literature analysis, questionnaires, and interviews enabled a comprehensive 
investigation into the factors influencing the effectiveness of IP Strategy in OI projects and 
contributed to the development of a strategic model for industrial property valorisation through 
OI initiatives. 

The expected outcome of the research project is the development of a strategic model for 
industrial property valorisation and effective OI initiatives. This model aims to address the 
underutilization of industrial property by optimizing its valorisation through OI and maximizing 
the effectiveness of OI initiatives through IP Strategy. By leveraging knowledge flows and 
collaborations, the model seeks to enable companies to exploit valuable patents that they possess 
but cannot fully utilize, as well as provide opportunities for companies lacking R&D resources 
to engage with external inventors. The strategic model is anticipated to offer a balanced 
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approach that combines IP protection with OI, enabling companies and their partners to grow 
and thrive in the dynamic innovation landscape. It is envisioned that the model will incorporate 
key indicators of industrial property quantity, progress of OI initiatives, and numerical 
representations of IP Strategy, and provide strategic tools for decision-making, optimization, 
and integration with other models. The development of this model will contribute to the existing 
literature on OI and IP, offering practical implications for companies, such as Leonardo spa, to 
enhance their industrial property valorisation and advance their business analyses. 

IV. PARTIAL FINDINGS
The research project has yielded significant findings and insights into the challenges and 
opportunities associated with industrial property valorisation through OI. Through literature 
analysis, questionnaires, and interviews with key stakeholders, the study has identified the lack 
of knowledge and strategies in IP Strategy and Intellectual Property Protection among many 
companies, resulting in the underutilization of valuable patents. Furthermore, the absence of 
best practices or regulations for appropriating ideas from OI projects often leads to defensive 
behaviours, hindering innovation and favouring closed paradigms. These findings reinforce the 
need for a model that optimizes industrial property valorisation through OI and maximizes the 
effectiveness of OI initiatives through IP Strategy, aligning with the insights provided in the 
literature review [2], [10]. 

The research project findings align and contribute to the existing insights from the literature 
review and the scientific article. The literature review highlighted the tension between 
knowledge sharing and protection in the context of OI and IP, and the research project findings 
further support this notion by demonstrating how companies can leverage OI to maximize the 
valorisation of their industrial property. Additionally, the literature review emphasized the lack 
of best practices or regulations for appropriating ideas from OI projects, hindering innovation. 
The research project findings address this gap by developing a model that optimizes IP Strategy 
in OI initiatives, balancing IP protection and OI effectiveness. Although not directly related to 
social media communication, the research project findings align with the challenges presented 
in the scientific article by providing strategic tools for industrial property valorisation and 
effective OI initiatives. 

The progress made in the current study can be evaluated based on the data collection, analysis, 
and the development of insights. Through meticulous data collection efforts involving literature 
analysis, questionnaires, and interviews with key stakeholders, the research project has gained 
a comprehensive understanding of the factors overlooked in previous studies and captured the 
experiences of individuals involved in OI projects. The collected data has been analysed using 
quantitative and qualitative research methods, enabling the identification of key insights and 
patterns. The progress made in terms of data collection, analysis, and the development of 
insights serves as a solid foundation for the ongoing research, shaping its evolution and 
contributing to the advancement of the field. 

V. OI AND MARKETING
The progress made in this study has been significant in terms of data collection, analysis, and 
the development of the proposed model. Data collection involved a comprehensive approach, 
incorporating literature analysis, questionnaires, and interviews with key stakeholders in the 
field of IP and OI. This multi-method approach allowed for a rich and diverse dataset, capturing 
a wide range of perspectives and experiences related to IP Strategy and OI. The collected data 
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was rigorously analysed using both quantitative and qualitative research methods, enabling a 
thorough exploration of the factors overlooked in previous studies and a deeper understanding 
of the experiences of individuals involved in OI projects. Through this analysis, several key 
insights have emerged, shedding light on the challenges, opportunities, and best practices in IP 
Strategy and the effective implementation of OI initiatives. Building upon these findings, the 
development of the proposed model has been underway, aiming to optimize the valorisation of 
industrial property through OI and maximize the effectiveness of OI initiatives through IP 
Strategy. The model's design and refinement have been informed by the analysed data and 
insights gained from the literature review, ensuring its alignment with the existing knowledge 
base. The progress made in data collection, analysis, and model development lays a solid 
foundation for advancing the research and contributes to the growing body of literature on OI 
and IP Strategy. 

The scientific article published during the PhD project, titled "Tweeting Open Innovation," 
provides valuable insights relevant to the ongoing research project. The article explores the role 
of Twitter in disseminating OI information. By employing semantic analysis of tweets and 
identifying OI project categories, the study examines the specificity and transparency of OI 
information shared on Twitter. The findings shed light on the challenges of conveying accurate 
and comprehensive OI information on Twitter and offer recommendations to enhance tweet 
content and improve the quality of OI information. This article's relevance to the research project 
lies in its focus on effective communication of OI information, which is crucial for maximizing 
the effectiveness of OI initiatives and aligning it with the developed model for industrial 
property valorisation. 

Several insights and methodologies from the latter article have significantly influenced the 
ongoing research and its evolution. This article shed light on the role of OI initiatives as a 
marketing tool to enhance brand awareness and likability. This perspective broadened the 
understanding of the multifaceted nature of OI and its potential impact on the research project. 
Moreover, the article applied institutional theory [28], [29] to analyse the coercive, mimetic, 
and normative processes that shape organizations' adoption of OI practices. This theoretical 
framework has been instrumental in understanding the drivers and challenges influencing the 
implementation of OI initiatives in practice. Building upon these insights, the ongoing research 
project has incorporated a more comprehensive approach to analysing the specificity and 
transparency of OI information shared on social media platforms, including Twitter. The 
methodologies employed in the article, such as semantic analysis of tweets and categorization 
of OI project types, have been adapted and integrated into the research project to enhance the 
quality and effectiveness of communication in OI initiatives. The article's findings have 
provided valuable guidance for refining the research methodology and aligning the research 
project with real-world practices in OI communication and branding strategies. 

VI. INTEGRATION AND EVOLUTION
The integration of the research project, literature review, and scientific article provides valuable 
insights into the evolution of the PhD project and its alignment with existing knowledge in the 
field. The literature review [2], [3], [5] highlighted the relationship between OI and IP, identified 
gaps in understanding, and presented a comprehensive framework synthesizing the literature 
[1], [30]. The research project aimed to develop a model for optimizing industrial property 
valorisation through OI and IP Strategy. The findings obtained from the research project were 
analysed in light of the literature review and the insights provided by the scientific article [3], 

289



[31], [32]. This integration allowed for a comprehensive evaluation of the project's progress, 
identification of alignment or divergence with existing knowledge, and potential refinements to 
the research plan. The integrated knowledge has contributed to the ongoing evolution of the 
research project, enhancing its theoretical and practical significance within the context of OI 
and IP Strategy. 

The research project has undergone significant evolution over time, informed by the 
comprehensive literature review and insights derived from the published scientific article. The 
literature review [2], [3], [5] highlighted the complex relationship between OI and IP, 
emphasizing the need for strategic IP protection and effective IP Strategy in OI initiatives. 
Furthermore, the literature review identified gaps in knowledge regarding the integration of IP 
and OI strategies. Informed by these insights, the research project aimed to develop a model that 
optimizes industrial property valorisation through OI while maximizing the effectiveness of OI 
initiatives through IP Strategy. The scientific article focused on the challenges of conveying 
accurate and comprehensive OI information on social media platforms, such as Twitter, and 
offered recommendations to enhance communication quality. Incorporating these findings, the 
research project adjusted its data collection methods and expanded the analysis to include social 
media platforms, aiming to explore effective communication strategies within the context of OI. 
Thus, the research project has evolved over time, incorporating insights from the literature 
review and the scientific article to enhance its methodology and address emerging aspects of OI 
and IP integration. 

Considering the integrated knowledge derived from the research project, literature review, and 
scientific article, several modifications and adaptations have been made to the original research 
plan. Firstly, the literature review shed light on the importance of considering external factors, 
such as industry and the external environment, in shaping open innovation [15], [33]. Therefore, 
the research project has incorporated a deeper analysis of these factors to provide a more 
comprehensive understanding of their influence on open innovation initiatives. Additionally, 
the scientific article highlighted the challenges of conveying accurate and comprehensive open 
innovation information on Twitter. As a result, the research project has expanded its data 
collection methods to include an exploration of other social media platforms to capture a more 
diverse range of information sources and enhance the effectiveness of communication strategies. 
These modifications align the research project with the evolving understanding of open 
innovation dynamics and contribute to a more robust and holistic investigation of the research 
problem. 

VII. FUTURE RESEARCH
The current status of the project demonstrates significant progress in achieving its objectives 
and milestones. In terms of milestones, comprehensive literature analysis has been conducted, 
encompassing studies by Dahlander and Gann [2], Grimaldi et al. [5], and Pedersen [3], among 
others, to establish a solid theoretical foundation. Data collection has been successfully executed 
through the implementation of questionnaires and interviews involving key stakeholders in IP 
and Open Innovation. The gathered data provides valuable insights into the experiences of 
individuals involved in Open Innovation projects [16], [17], [34]. Additionally, quantitative and 
qualitative research methods have been employed to identify factors overlooked in previous 
studies and to uncover new dimensions in the relationship between IP Strategy and Open 
Innovation. These analyses align with the research conducted by Chesbrough [4], [21] and 
European Patent Office and European Union Intellectual Property Office [6], further deepening 
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our understanding of the subject matter. The collected data and analyses conducted thus far form 
a solid foundation for the subsequent stages of the research project, laying the groundwork for 
the development of a model that optimizes industrial property valorisation through Open 
Innovation and IP Strategy. 

The findings of this research project hold significant implications for industrial property 
valorisation and OI initiatives. The developed model for optimizing industrial property 
valorisation through OI and IP Strategy offers strategic tools that can enable companies to 
maximize the value of their intellectual assets and enhance the effectiveness of OI initiatives. 
By balancing IP protection and OI, companies can leverage their valuable patents and 
collaborate with external inventors, leading to accelerated innovation and expanded market 
opportunities. The model's ability to integrate IP Strategy with OI practices aligns with the 
growing interest in the relationship between OI and IP [2], [3], [5]. It provides a framework that 
enables companies to navigate the "OI paradox" by facilitating knowledge exchange while 
protecting intellectual property [1], [20], [30]. Thus, the research outcomes contribute to the 
existing literature by addressing the lack of best practices and regulations for appropriating ideas 
from OI projects, thereby promoting innovation and favouring open paradigms. 

Moving forward, several important directions and next steps have been identified for the 
research project based on the integrated knowledge from the literature review and the scientific 
article. Firstly, additional data collection and analysis will be conducted to further validate and 
refine the developed model for industrial property valorisation through OI and IP Strategy. This 
will involve obtaining a more comprehensive set of data, including indicators of industrial 
property quantity, the progress of OI initiatives, and numerical representations of IP Strategy. 
Furthermore, the integration of machine learning-driven dashboards into the model will be 
explored to enhance its analytical capabilities and provide real-time insights. Additionally, 
collaborations with industry partners and stakeholders will be initiated to gather practical 
feedback and implement the model within their organizations. Finally, the research project aims 
to expand its scope by investigating the applicability of the developed model to other 
organizations and industries, beyond the initial focus on Leonardo spa. These future directions 
and adjustments will contribute to the ongoing evolution and refinement of the research project, 
ensuring its continued relevance and impact in the field of OI and IP Strategy. 

VIII. CONCLUSIONS
The research project has made significant progress in investigating the optimization of industrial 
property valorisation through OI and IP Strategy. Through extensive literature analysis, 
questionnaires, and interviews with key stakeholders, several key findings have emerged. 
Firstly, the literature review highlighted the tension between sharing knowledge and protecting 
it in the OI-IP context, leading to the "OI paradox." The research project aims to address this 
paradox by developing a model that balances IP protection and OI to maximize the valorisation 
of industrial property and the effectiveness of OI initiatives. Secondly, the integration of insights 
from a scientific article emphasized the importance of transparency and specificity in conveying 
accurate OI information on social media platforms. The ongoing research project has 
incorporated these insights to enhance the quality and effectiveness of OI information 
dissemination on Twitter. The project is currently in the data collection and analysis phase, 
examining factors overlooked in previous studies and understanding the experiences of 
individuals involved in OI projects. The research project is on track and progressing towards 
the development of a comprehensive model that provides strategic tools for organizations to 
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optimize industrial property valorisation and thrive in an OI ecosystem. 

The research project makes significant contributions to the field of OI and IP Strategy. By 
developing a model that optimizes industrial property valorisation through OI and maximizes 
the effectiveness of OI initiatives through IP Strategy, this research fills a critical gap in the 
literature. The proposed model provides strategic tools for companies and their partners to grow 
and thrive in the context of OI. It offers a balanced approach that considers both IP protection 
and OI collaboration, thereby maximizing the value of industrial property and fostering 
innovation. The integration of OI and IP Strategy in the model aligns with the growing interest 
in understanding the relationship between these two areas [2], [5]. By addressing the lack of 
best practices and regulations in appropriating ideas from OI projects, the research project 
contributes to overcoming the defensive behaviors and closed paradigms that hinder innovation 
[3]. The model's analytical nature allows for optimization within constraints and integration with 
other models, indicating its potential to advance the field through machine learning-driven 
dashboards [6]. Overall, this research project significantly enhances the understanding of OI 
and IP Strategy, providing valuable insights for organizations aiming to leverage their industrial 
property and engage in effective OI initiatives. 

The developed model for industrial property valorisation in the context of OI has significant 
practical applications and implications for organizations. By optimizing the utilization of 
industrial property through OI and integrating IP Strategy, the model offers strategic tools that 
can benefit companies and their partners. Firstly, it allows companies with valuable patents to 
unlock their untapped potential and bring innovative products to market through collaborative 
OI initiatives [6]. Secondly, for companies lacking internal R&D resources, the model enables 
them to leverage external inventors and collaborators to utilize their patents, thereby reducing 
time-to-market [8], [11], [12]. Furthermore, the model contributes to addressing the lack of best 
practices and regulations for appropriating ideas from OI projects, mitigating defensive 
behaviours, and promoting a more open and innovation-driven approach [10]. Overall, the 
developed model holds promise for organizations seeking to optimize the valorisation of their 
industrial property and enhance the effectiveness of their OI initiatives, ultimately fostering 
innovation and driving growth. 
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Abstract 

Al 2024-T351 is known to exhibit a significant shear effect on ductility. The dynamic 
tensile extrusion (DTE) test can probe material response under pressure and shear at large 
strain and high strain rates. In this work, DTE tests at different velocities were performed 
using a single stage light gas gun. Impact velocities were selected to deform the specimen 
with no extrusion, partial extrusion before fragment formation, and complete extrusion. 
Deformation and damage have been investigated by analysing the microstructure evolution 
and fracture in the recovered projectile fragment trapped in the extrusion die with optical 
microscopy and EBSD analysis. The material's propensity to fracture along localized shear 
bands, which limits the overall extrusion ductility, has been observed.  

Index Terms 

Dynamic tensile extrusion, EBSD, AA2024-T351, Texture 

IX. INTRODUCTION
Aluminum is widely used in aerospace applications due to its high strength-to-weight ratio and 
good corrosion resistance [1]. Among these alloys, Aluminum 2024-T351 exhibits remarkable 
strength and superior fatigue resistance, making it widely employed in the aerospace and 
automotive industries. This alloy also exhibits a significant shear effect on ductility, an effect 
emphasized at high strain rates and large deformation [2]. Understanding this alloy's dynamic 
behavior and microstructural evolution under extreme conditions is crucial for ensuring its 
reliable performance in demanding applications. 
AA2024 is an aluminum-based alloy containing copper, magnesium, manganese, and iron with 
a complex microstructure characterized by the presence of intermetallic particles. The T351 
thermal treatment consists of a solution heat treatment, a quenching, and cold working, 
followed by natural aging and stress relief. In this state, the typical intermetallic particle is 
composed of micrometric q-phase Al2Cu, S-phase Al2CuMg, second phase 
(AlCu)11(FeMn)3Si, and nanometric dispersoid composed of AlCuMn [3]. Cold working 
treatment (e.g. lamination) leads to a "pancake" grain structure, in which the lengths and 
widths of individual grains are large compared to their thicknesses (Fig. 1).  
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In this work, an investigation of the dynamic tensile extrusion (DTE) behavior of Aluminum 
2024-T351 is presented, analyzing the resulting fragments via electron backscattered 
diffraction (EBSD) technique. The dynamic tensile extrusion test, proposed by Gray III et al. 
[4], is a powerful experimental method that allows the evaluation of the material response 
under high strain rates, reproducing real-life extreme scenarios such as impact, collision, and 
explosion events. In this experiment, a projectile-shaped sample is forcedly extruded in a 
conical die, with an exit hole diameter narrower than the projectile diameter, using a gas gun.  
This research explores the deformation mechanisms and microstructural evolution exhibited 
by Aluminum 2024-T351 during dynamic tensile extrusion, considering the orthotropic 
behavior of this alloy in case of cold work. In this regard, the projectiles were manufactured, 
aligning the extrusion and lamination axes. EBSD analyses were performed in points of the 
fragments with different degrees of total plastic strain, estimated with a numerical analysis 
using implicit FEM code. The impact velocities were selected to deform the specimen with no 
extrusion, partial extrusion before fragment formation, and complete extrusion. 

X. MATERIAL AND METHODS
DTE testing was conducted with a single stage system light gas gun, 3.50 m long with a 
7.62 mm bore, with a maximum pressure of 300 bar, tunable with the thickness of a Mylar® 
disk used for firing the gun. Further detail of the DTE test is given in previously published 
work [5]. The investigation on DTE samples was conducted using Optical Microscopy (OM, 
LEICA DM 6000 M) and Scanning Electron Microscopy (SEM, ZEISS Ultra Plus) equipped 
with an energy dispersive X-ray spectroscopy (EDS, Oxford Instrument X-Max) and an 
Electron Back Scattered Diffraction (EBSD, Oxford Instrument C-nano) apparatuses. 
Numerical simulations were used to estimate material total plastic strain using implicit FEM 
code MSC MARC v2013; detail can be found elsewhere [5].  

XI. EXPERIMENTAL
DTE fragments were sectioned along the symmetry axis, taking good care of a normal-rolling 
section, as shown in Fig. 2. Before cutting, a metallography analysis was carried out using 
lapping and etching with Keller solution to reveal the grain structure present at the base of the 
cone. This analysis aimed to accurately section the cone perpendicular to the direction of the 
grain to obtain a normal-rolling section. 
Using the implicit Finite Element Method (FEM) code MSC MARC v2013, numerical 
simulations were carried out to estimate material total plastic strain. More detailed information 
about this methodology can be found in [5]. Points of the sample with 30%, 100%, and 400% 
total plastic strain have been analyzed using EBSD in the case of non-extruded and partially 
extruded samples.  
The threshold value of the misorientation angle used in EBSD tests to distinguish two different 
grains was 10° for high-angle grain boundaries (HAGBs) and 2° for low-angle grain 
boundaries (LAGBs). Due to the elongation of grains, grain size was estimated by a fit with 
ellipses. Grain size decreases slightly, increasing deformation, with a further increase of grain 
elongation in the rolling direction. It can be seen a bending of the grains and the formation of 
new grains in the grain boundaries due to fragmentation and recrystallization (Fig. 4). 
Analyzing the inverse pole figure maps, Fig 5, it is possible to observe a strong texture 
evolution of a dual {001} and {111} fiber in the rolling direction. This evolution is already 
present at lower deformation, and only a slight change (a few points against random) is 
observed, increasing the total plastic strain.  
In Fig. 6, the percentage of the ratio LAGB/HAGB is reported. A pronounced increase in LABs 
can be observed, moving from pristine material to 30% total plastic strain point, and a slight 
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decrease of this ratio with further increase. Such boundaries consist mainly on an array of 
dislocations, induced by stress [6]. In the pristine material subjected to a stress relief treatment, 
LABs are substantially absent. Moving to 30% deformation location, stress-induced 
dislocations accumulate, and their numbers slightly decrease with a further increase in total 
plastic strain. The hypothesis is that in points subjected to DTE stress where no plastic strain 
is present, the quantity of dislocation is even higher, but EBSD in such zones has shown poor 
quality.  
Fig. 8 shows a fracture surface of a fragment recovered after DTE test, confirming the same 
fracture mechanism typical of this alloy in case of static load conditions. The fracture 
mechanism is characterized by intermetallic particle breaking (brittle features at the center of 
Fig. 8) and shear dimples typical of a shear fracture of an aluminum alloy. 

XII. CONCLUSIONS
In conclusion, the present study investigated the effect of a dynamic tensile extrusion in the 
rolling direction of an AA2024-T351 sample on grain elongation, texture development, and 
formation of LABs. The EBSD findings demonstrate that grains further elongate in the 
rolling/extrusion direction. Moreover, a notable development of a {001} and {111} dual fiber 
texture was observed, indicating a strong crystallographic alignment along these specific 
planes. It was also observed that LABs formation occurred at low levels of deformation, which 
transformed into High Angle Boundaries (HABs) as the deformation increased, causing 
fragmentation of grains. Additionally, a higher concentration of LABs, therefore dislocations, 
was found in {001} grains compared to {111} grains, being the {111} direction the preferred 
slip plane. Furthermore, crack formation and propagation were observed, which can be 
attributed to a void growth, void sheet, and void shear mechanism.  
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Fig. 1: Example of a typical pancake structure, with R rolling direction, T transverse 
direction, and N normal direction. 

Fig. 2: DTE sample preparation for EBSD analysis. 
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Fig. 3: Numerical analysis of a DTE sample. 

Fig. 4: Grain analysis, on the left pristine material, on the right a point at 100% total plastic 
strain. 

Fig. 5: Inverse pole figure maps of pristine (top left), 30% total plastic strain (top right), 
100% total plastic strain (bottom left), and 400% total plastic strain. 
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Fig. 6: High angle boundaries (light blue) and low angle boundaries (dark blue) ratio in the 
sample with increasing plastic strain from left to right (no plastic strain, 30%, 100%, and 

400%). 

Fig. 7 LABs (yellow) in 100% total plastic strain 
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Fig. 8 SEM image of fracture surface of a fragments. 
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