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Preface
The International Graphonomics Society has a long history. The first conference 

was held in 1982 in Nijmegen, The Netherlands. In those years there was no internet, e-mail,  
facebook, twitter etc., and therefore the use of cursive or printed text as a means of  
communication was much more widespread than today: as a consequence, handwriting studies,  
offering the possibility to develop efficient tools for automatic handwriting recognition,  
represented an application field of great interest.
During the second international graphonomics conference, which was held in Hong Kong 
in 1985, the decision was made to establish the International Graphonomics Society (IGS). 
The basic motivation of this choice was to facilitate the organization of conferences and 
workshops and the publication of their proceedings, to stimulate communication and  
research contacts among researchers of different fields, and to maintain a graphonomics  
research directory.
From the scientific point of view, studies on the motor aspects of handwriting were of great 
interest for IGS members, as well as the analysis of both generation and control models of 
handwriting and obviously the techniques for automatic character and word recognition.

Since its beginning, one of the key issues of IGS was its multidisciplinary spirit, which  
allowed the interactions among researchers from different fields, different cultural areas and 
different points of view on many topics.
Coming to the present-day, which role can IGS play today in the digital communication 
era? I would point out that the basic research fields of our society, such as neuroscience,  
handwriting analysis and recognition, forensic applications, cultural heritage applications 
etc. are still of great interest together with other emerging fields such as those related to  
biomedical applications. 
I believe that in a society where the convergence of information and communication  
technology are redefining the relation between individuals and the world, as well as the social  
interactions between individuals, there is the need of a deeper knowledge of the language used 
to express such relations, which is still based on signs: handwriting, signatures or drawings. 
The pervasive use of new devices is not only affecting the way these signs are produced, stored 
and communicated, but it is also extending the alphabet of signs that can be manipulated  
by them.

In such a scenario, graphonomics, because of its multidisciplinary and interdisciplinary  
nature, may provide a valuable framework for the social, scientific and technological  
challenges of the digital communication society.
Finally, I hope that many young researchers will approach our association and will share their 
enthusiasm and knowledge with us.

Cassino, October 2022						 Claudio De Stefano
    (IGS President)
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How the creative arts and aesthetic experiences
engage the human mind and promote creativity and innovation?
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Characterizing the stages of creative writing from frontal and temporal 
mobile EEG data using Partial Directed Coherence

Jesus G. Cruz-Garza, Akshay Sujatha Ravindran, Cristina Rivera Garza, Jose L. Contreras-Vidal

Abstract - The development of mobile brain-body imaging technology provides the  
opportunity to study the human creative process outside of constrained laboratory settings. In 
this study, we used portable dry EEG systems (four channels: TP09, AF07, AF08, TP10, with 
reference at Fpz), coupled with video cameras, to record the brain activity of Spanish heritage 
students as they developed their creative writing skills over four months enrolled in an under-
graduate course on creative writing in Spanish. The students recorded their own brain activity 
as they walked through and experienced areas in the city (Preparation phase), and while they 
worked on their creative texts (Generation phase). We measured Partial Directed Coherence 
(PDC) between the Preparation and Generation phases of their work. There was higher PDC 
in the Preparation Phase at a significance level of p < 0.05, from TP10 to AF7 among all 
frequency bands analyzed: 1-50 Hz. The opposite directionality was found for the Genera-
tion phase, in frequency bands: 13-50 Hz. Information transfer from temporal-parietal to 
anterior-frontal areas of the scalp may reflect sensory interpretation during the Preparation 
phase, while high frequency bands PDC directionality originating at the anterior-frontal are-
as during the Generation phase may reflect the final decision making process to translate the 
sensory experience into a tangible product: text.

Keywords: EEG, MoBI, creative writing, creativity, creative process, partial directed coherence.

1. INTRODUCTION

Recent advances in MoBI technology, de-noising algorithms, and data analytics allow the 
study of natural cognition and action in real-world complex environments. The development 
of user-friendly mobile Electroencephalography (EEG), synchronized with accelerometer, 
electrode-connection status, and context-aware video recording allow for the simultaneous 
recording of context-aware brain activity and body movements during mobile applications [1].

Writing involves embodied practices that physically connect us with our surroundings [2], [3]. 
We investigated creative writing as a bodily experience, in which the author’s interaction with 
the world around them (physically, verbally, etc.) informs the cultivation and elaboration of 
their work. In this way, as an author engages in actively experiencing the world around them 
through their body, they may seek to achieve an aesthetic effect to aim for in their creative pro-
duction. We integrated wearable MoBI technology into a creative writing course in Spanish, 
designed after the idea of approaching creative writing as a bodily experience. In the class, a 
creative writing professional served as the class instructor and relayed her creative methods on 
a creative writing workshop for 18 non-expert heritage Spanish speaking students.

In this report, we studied the process of creative writing on non-expert Spanish heritage 
speakers, as they engaged in the Preparation and Generation phases of their writing. The stu-
dents were asked to walk through different areas of the city and experience their environment 
in a variety of settings, and use the experience to create an aesthetic effect in their texts.
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Using fMRI to measure functional connectivity (FC) of subjects at rest, the resting state FC 
(rFC) between medial prefrontal cortex (mPFC) and the posterior cingulate cortex (PCC) [4] 
and medial temporal gyrus (mTG) [5] has been found to correlate positively with the indi-
vidual’s performance in creative problem solving tests. Lotze et al. [6] found decreased rFC 
between inter-hemispheric areas BA 44, and left area BA 44 with the left temporal lobe for 
individuals who scored higher in a verbal creativity index test.

Moving past correlating resting state brain dynamics to creativity scores, recent fMRI studies 
have analyzed the human creative process through its distinct stages of preparation, gener-
ation, and revision. Shah et al. [7] studied the Preparation and Generation phases, finding 
distinct cortical networks associated with each. Erhard et al. [8] found that experts had high-
er activation in prefrontal and basal ganglia areas. Liu et al. [9] studied the generation and 
revision phases; finding that the mPFC was active during both phases and the responses in 
dorsolateral prefrontal cortex (DLPFC) and Intraparietal sulcus (IPS) were deactivated dur-
ing the Generation phase.

Although fMRI studies report involvement of the mPFC, phase-dependent and creative lev-
el-dependent activation of DLPFC, IPS, PCC, and basal ganglia, differences in brain activity 
for the distinct stages of the creative process remain mostly unexplored in the EEG domain; 
particularly for creative writing tasks. Martindale and Hasenfus [10] reported that highly cre-
ative individuals exhibited higher alpha indices during a creative inspiration (Preparation) 
than creative elaboration (Generation); which was not found in less creative subjects. Since 
1978, there have been no quantitative EEG studies on the stages of creative writing nor during 
the ideation process for generating writing ideas.

2. METHODS

Through readings and writing prompts, non-ex-
pert creative writing students were asked to ac-
knowledge the physicality of the writing process 
and to relate it to the materiality of language. 
Prompts issued in the upper-division under-
graduate creative writing workshops encouraged 
students to develop and record a series of specif-
ic writing preparation tasks (walking, running, 
climbing in different locations of Houston) as 
they completed the first phase of required assign-
ments. Students also wore head devices as they sat 
down and completed their creative texts.

A. Task
Eighteen (7 males; 11 females) non-experts,  heritage  

Jesus G. Cruz-Garza, Akshay S. Ravindran, Jose L. Contreras-Vidal are with the Department of Electrical and 
Computer Engineering, University of Houston, Houston TX 77004 USA. Akshay S. Ravindran e-mail: asujathar-
avindran@uh.edu. Jose L. Contreras-Vidal e-mail: jlcontreras-vidal@uh.edu. Corresponding author: Jesus G. Cruz-
Garza. Phone: 713-743-0796; e-mail: jgcruz@uh.edu.
Cristina Rivera Garza is with the Department of Hispanic Studies, University of Houston, Houston TX 77004 USA. 
criverag@uh.edu.

Figure 1. A participant engages in the creative 
writing Generation phase. The participant is 
shown wearing the EEG headset on his forehe-
ad, and a recording tablet with a video camera 
on his chest.
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Spanish speakers, participated in a Spanish-language creative writing workshop at the  
University of Houston. The study was approved by the University of Houston Institutional 
Review Board. The participants provided Anonymous Informed Consent at the beginning of 
the workshop. They were trained to set up their own EEG headsets and body-mounted video 
cameras for the experiment. The participants were responsible for the collection of EEG data, 
video, and to keep a diary with notes on each recording session (Fig. 1).
The participants were asked to walk around the city in a variety of locations, and to use their 
experience to generate their creative texts, constrained only by a 3-5 page length suggestion 
(double space, 11 point font). The participants were instructed to use the EEG and video  
cameras during their walking activities and writing time. There could be more than one  
session of walking and writing times per prompt.
This experimental setup produced data in two phases of the creative process: the Preparation 
Phase and the Generation Phase. The Preparation Phase involved tasks such as walking, active 
observation of their environment, taking notes, and ideation. For the Generation Phase, the 
task involved reviewing their notes and typing their texts into a complete creative piece, with 
iterative revisions and modifications.

B. Measurement equipment:
EEG and head acceleration data were captured using Muse headsets (Interaxon, Toronto,  
Ontario, Canada). The headset has seven sensors, two out of these seven sensors were  
positioned at the frontal region (AF07 and AF08), two at temporalparietal region (TP09 and 
TP10), and the remaining three sensors served as electrical reference located at the center 
of the forehead (Fpz). The headset has an inbuilt accelerometer used to measure the head  
acceleration. EEG data for each channel were sampled at 220 Hz. The acceleration data was  
recorded at 50 Hz. Additionally, the data recordings contain a vector indicating contact quality  
for each electrode sampled at 10 Hz, rating contact quality as “indicator = 1: good”, “indicator 
= 2: Ok”, “indicator ≥ 3: bad”.
The participants set up their own headset with a custom application given to them in a  
personal tablet, which recorded EEG and head acceleration data, and labeled it with identifi-
cation numbers. The participants set up body-cameras (Conbrov, ShenZhen, China) to record 
their exploration (Preparation) and writing (Generation) sessions.

C. Data collection
The students were asked to make five writing exercises and collect their brain activity as they 
walked and observed their environment (Preparation phase), and created their texts (Gener-
ation phase). Only writing assignments that were submitted and accompanied by both video 
and EEG data were considered for the analysis. From the eighteen initial subjects, data from 
eleven subjects was discarded due to incomplete data (video or EEG missing) or assignments 
not submitted on time.
The Preparation and Generation phases for each writing exercise were done in several distinct 
recording sessions as each phase could take several time-separated recording sessions to com-
pete. We kept each data recording as a separate session to analyze. Recording sessions were 
considered for analysis when all 4 electrodes had a “good” contact indicator for at least one
continuous minute of data.

D. Pre-processing:
Data recordings with both video (context) and EEG data were considered for this analysis. 
An online notch filter was applied on the EEG data to remove the 60 Hz power line noise.  



14

We applied an offline 4th order, 
zero-phase Butterworth band-
pass filter from 1 to 100 Hz. Ar-
tifact Subspace Reconstruction 
(ASR) [11] was used for the re-
moval of short-time high-ampli-
tude artifacts in the continuous 
data. Calibration data for each 
individual subject was taken 
from the entire length of the trial 
using automated methods. We 
used a cut-off threshold of ten 
standard deviations, a window 
length of 500 milliseconds, and 
a step size of 250 milliseconds. 
Among the data windows, chan-
nels having a PC loading to be 
greater than 0.75 were removed. 
We removed segments with any 
abrupt change of voltage greater 
than 100μV, or an absolute accel-
eration magnitude larger than 1 
ms-2. 

E. Partial Directed Coherence for connectivity analysis:
FC is defined as the statistical association among two or more anatomically distinct time-se-
ries and can be assessed with EEG coherence measures or fMRI [12]. C analysis was per-
formed upon our EEG channels by computing the PDC measure [13] over six-second time 
segments [14] applied to a Hamming window function with 25% overlap, known as the short-
time PDC (ST-PDC) measure [15]. Partial coherence measures have been found to perform 
well with lowdensity EEG [16]. The PDC was computed for all pairs of electrodes in the fre-
quency bands (Fig. 2): delta [1-4Hz], theta [4-8Hz], alpha [8-12Hz], beta [12-30Hz], gamma 
[30-50Hz].

3. RESULTS

The PDC between the Prepara-
tion and Generation of creative 
writing has opposite direction-
ality between right temporal and 
left anterior frontal area. Fig. 3 
illustrates the results for the con-
nectivity between electrodes, us-
ing PDC, during the two stages 
of the creative writing process 
analyzed.
Preparation Phase: There was 
higher Partial Directed Coher-

Figure 3. Directionality of PDC between the Preparation and Generation 
phases. There was higher PDC in the Preparation Phase at a significance 
level of p < 0.05, from TP10 to AF7 among all frequency bands analyzed: 
1-50 Hz. The opposite directionality was found for the Generation phase, 
in frequency bands: 13-50 Hz.

Figure 2. PDC in the gamma band. Average gamma-band PDC score for 
each directed connection pair, across EEG recording sessions marked as 
circles. Black: Preparation Phase. Blue: Generation Phase. A histogram 
and boxplot describing the distributions are shown in the lower panels.
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ence in the Preparation Phase originating from TP10 towards AF7. The PDC difference be-
tween the Preparation and the Generation phases were statistically significant at a confidence 
level of p<0.05 for the frequency bands delta, theta, alpha, beta, and gamma. Fig. 2 shows the 
PDC scores, bounded between 0 and 1, for all pairs of electrodes.
Generation Phase: There was higher PDC in the Generation Phase originating from AF7 to-
wards TP10. The PDC difference between the Preparation and the Generation phases were sta-
tistically significant at a confidence level of p<0.05 for the frequency bands beta and gamma.
The statistical difference in PDC and its opposite directionality when comparing the Prepa-
ration and the Generation Phases indicates that there was a strong relation between the left 
anterior frontal with the right temporal-parietal areas when the students engaged in the tasks.

4. DISCUSSION

The higher coherence values from the right temporal towards the left anterior frontal elec-
trode during the Preparation phase, is potentially associated with the processing of sensory 
input [17], [18] and episodic emotional memory retrieval [19] in the temporal lobe as subjects 
explore their surroundings actively engaging the frontal cortex in integrating the experience. 
The opposite directionality between the same electrodes (Figure 3) reinforces this hypothesis 
in which processed input in the frontal areas is related back to sensory processes.
Our results show higher coherence values from the right temporal towards the left anterior 
frontal electrode during the Preparation phase for all frequency bands analyzed (1-50 Hz); 
and the opposite directionality for the Generation phase in higher frequencies (13-50 Hz). 
We did not find statistical differences between the Preparation and the Generation phases for 
Sample Entropy of frequency band power.
Overall, these findings suggest that ideation, exploration, and observation during the Prepara-
tion phase of a creative writing task can be characterized by a state of long-range cortico-cor-
tical communication between multisensory integration brain areas (temporal regions) and 
high-order execution and planning areas of the brain (prefrontal regions), perhaps leading 
to selective storage of ideas, concepts or observations candidate for creating writing during 
the generation phase. We hypothesize this focal activity may be related to working memory, 
sequence production, and processing of filtered information from the Preparation Phase.
Information transfer from temporal-parietal to anterior-frontal areas of the scalp may reflect 
sensory interpretation during the Preparation phase, while high frequency bands PDC direc-
tionality originating at the anterior-frontal areas during the Generation phase may reflect the 
final decision making process to translate the sensory experience into a tangible product: text.
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How and What a Motivated-reinforcement-learning 
Theory of Aesthetic Values Learns

Norberto M. Grzywacz, Hassan Aleem

Abstract - We recently developed a neuroimaging-based computational theory for the learn-
ing of aesthetic values. This theory is based on the tenets of reinforcement learning with a 
modification to include the motivation to perform actions that lead to rewards. Another 
modification of the theory is that its sensory, reward, and motivation inputs are stochastic. 
We showmathematically that the theory learns at an optimal rate to minimize the error of 
aesthetic values.

Keywords: Aesthetic values, reinforcement learning, motivation, neuroaesthetics, 
computa-tional model, creativity.

1. INTRODUCTION

Aesthetic appraisal is central to both art production and art appreciation [1]. A recent me-
ta-analysis of neuroimaging studies indicated that a small set of brain regions underlies aes-
thetic appraisal [2]. Almost all the regions uncovered by the meta-analysis participate in the 
processing of rewards, values (i.e., estimation of rewards), and reinforcement learning. To 
investigate the neurobiological mechanisms of aesthetical appraisal, we developed a theoret-
ical framework based on these brain regions [3,4]. The core of the theory is the link between 
aesthetics and motivation-modulated reinforcement learning. The theory postulates that hu-
mans learn correlations between sensory inputs and possible rewards that one may get by 
choosing to perform certain actions. To take into account individuality, and social, cultural, 
and environmental variability, our theory makes probabilistic assumptions about the inputs, 
rewards, and motivations to act. Computer simulations have shown that the theory captures 
key aspects of the learning of aesthetic values. Here, we use mathematical analysis to probe 
how well the theory learns aesthetic values and how efficient the learning process is.

2. METHODS

A. Theory
We consider sensory inputs to be  dimensional, with components corresponding to  
variables used by the brain in its representation of the external world:

where the overhead arrow indicates a vector and  indicates time.
We assume a linear model for estimating reward, as is common in Reinforcement-learning 
models [5]. Thus, there exists a parameter vector of “synaptic” weights

such that the estimated reward is
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where 0 ≤ ≤ 1 is the motivation function. If  were interpreted as the probability ofact-
ing, then the received reward would be

where  would be the reward that a fully motivated person would get. Inserting  in the 
reward estimate (1) is necessary, because the reward varies with motivation (2).
Reinforcement-learning theories then use Temporal Difference [5] in their calculations:

where  > 0 is a constant. Inspection of (4) reveals that since motivation affects both  and 
 (as seen in (1) and (2)), it influences learning though the  (3).

We assume that  and  are stochastic and thus, we must specify their statistical properties.  
Let us begin with the variables  and . Both these variables come from the external world, 
but have different origins, with  being sensory, whereas arising from performing an action.  
These variables are dependent and thus, possibly statistically correlated (the motivation to 
act depends on the sensory input). Hence, we must specify the probability density functions 

where  is the vector of parameters characterizing the social and environmental background, 
and  is the vector of parameters characterizing an individual in this society.
Finally, we must specify the statistical properties of the motivation function . Because this 
variable represents internal signals from the body related to motivation, varies across 
individuals. However, the sensory input  also affects motivation.
If, say, a person is hungry, but the sensory input is not food, then the individual will not have 
motivation to act, that is, to eat.
The probability density functions of  is thus written as

where we insert  to indicate that individual motivation may depend on environmental and 
social backgrounds.

3. RESULTS

A. Optimization of the Learning of Value
Computer simulations show that during learning, the “synaptic” weights first change quickly, 
but they then appear to “converge” around a cloud of values [3]. Why does this apparently 
stable cloud form? A simple answer would be that the weights gravitate around a fixed point, 
but do not converge to it, because the inputs are stochastic. However, our mathematical anal-
ysis shows that the answer is more complex and interesting. The analysis first demonstrates 

N. M. Grzywacz is with the Departments of Physics and Neuroscience, the Interdisciplinary Program in Neurosci-
ence, and the Graduate.
School of Arts and Sciences, Georgetown University, Washington, DC 20057 USA (202-687-5671; e-mail: norberto@
georgetown.edu).
H. Aleem is with the Interdisciplinary Program in Neuroscience, Georgetown University, Washington, DC 20057 
USA (e-mail: ha438@georgetown.edu).
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that the learning process implements a gradient-descent optimization of the prediction of 
reward. Thus, value approaches reward as much as possible in a statistical sense (Claim 1 
below – compare the green and blue lines in Fig. 1). If the process were not stochastic, then 
value would converge exactly to the reward (Claim 2).

Claim 1: If for every  there is a  >  such that  > 0, then the learning process minimizes

where  stands for time average.
Proof: The gradient of  with respect to the components of  is

or

Therefore, the process governed by (4) minimizes  ( ) by performing a gradient descent [6]. 
The requirement that for every  there is a  such that  > 0 is necessary to give the 
process enough time to reach optimization. If  = 0 for every  then the 
learning process freezes after  as shown by (1), (2), (3), and (4).

Claim 2: If  are constant, then

Proof: By combining (3) and (4), we get

or

Figure 1. Schematics of Motivation-mo-
dulated Learning of Aesthetic Value. The 
example illustrated by the green line shows 
the temporal evolution of aesthetic value 
for a case in which the motivation function 
is constant. The aesthetic value “converges” 
statistically around the average reward 
(blue line). In turn, the example shown by 
the red line shows aesthetic-value progres-
sion for a case in which motivation is low 
most of the time, being only high when 
the sensory stimuli predict high rewards. 
Thus, aesthetic value undershoots avera-
ge reward. This is optimal in the sense of 
minimization of (7), because most actions 
lead to less reward than average.
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The existence of a stable fixed point depends on the properties of the second term of the right-
hand side of (9) [7]. This term can be written [5] as

where U is the matrix operator

Because this matrix is symmetric and positive definite [5], its eigenvalues are positive [7]. This 
shows after the multiplication by the negative −  that the system has a stable fixed point [7]. 
This fixed point occurs when (8) converges to 0, that is, when  converges to . The 
requirement that  ≠ 0 stems from the same reason why we need  ≠ 0. If either  = 0 or

 = 0, then the learning process freezes.

B. Maximization of the Learning Rate
However, although value gravitates around a fixed point, the mathematical analysis shows 
that the weights do not. The same value can be obtained by multiple sets of weights (Claim 
3 below). The analysis shows that this redundancy of weights has an important advantage, 
allowing the optimization of the learning rate (Claim 4 – Fig. 2).

Claim 3: An infinite number of  are compatible with any given  .

Proof: We can rewrite (1) as follows

where the coefficients  are

The linear polynomial in (10) describes a time-dependent, N-1-dimensional hyperplane on 
the weight variables  . Any point that belongs to this hyperplane is compatible with the 
value  .

Figure 2. Schematics of Optimization of Le-
arning Rate. In our theory, an aesthetic value 
corresponds to a plane as a function of aesthe-
tic weights, as in (10). This plane is represented 
as the shaded area marked with value  in the 
figure. Consider an individual whose aesthetic 
weights are such that the value 
is not . Let this person learn this value. Then, 
the learning trajectory is the shortest path to the 
plane. The same will happen to another indivi-
dual with weights , whose value is 
not  (green line). Eventually, both individuals 
will learn the value , but their aesthetic weights 
will be different (i.e., they will be in different 
positions in the plane). That the trajectories are 
as short as possible mean that they tend to be 
perpendicular to the plane and not some curved 
trajectory (crossed-out blue line)
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Claim 4: The trajectory of  is the shortest possible towards achieving  →  .

Proof: At time t, the  are at a point of the weight space such that the value is 
 . However, the ideal value should be equal to the reward, that is, 
 , where  are ideal weights. This equation describes a hyper-

plane over the variables  . All points in this hyperplane have an ideal value, namely, 
 = . The shortest path from point  to this ideal hyperplane is via a straight line 

perpendicular to the hyperplane passing through .
Vectors perpendicular to this hyperplane are parallel to  [8]. Hence, the shortest path 
from point  to the hyperplane  must move in a direction parallel to . That is exactly how 
(4) moves the weights  .

4. DISCUSSION

The analysis of our theory shows that its outcome is an optimization of the aesthetic value 
through learning (compare the green and blue lines in Fig. 1). Thus, the system tends to learn 
minimizing the average error (7) in the estimation of reward given a sensory input. Strictly 
speaking, however, the system does not minimize this error but a version of it weighed by the
statistics of motivation (7) (red line in Fig. 1). Consequently, if the inputs, rewards, or moti-
vations are stochastic, the minimization is not absolute but statistical (Claim 1). Otherwise, 
the minimization of error in aesthetic value is absolute (Claim 2). Curiously, the aesthetic 
weights achieving the minimization are not unique (Claim 3). However, this lack of unique-
ness is advantageous, because it leads to the maximization of the learning rate (Claim 4). If 
one thinks of aesthetic weights as synaptic weights, our results suggest an interesting learning 
function for the synaptic abundance in the brain [9]. The trajectory of populations of synapses 
would indicate optimal learning dynamics. Recording from each synapse in isolation would 
not teach us anything about its function.
According to our theory, the optimization of learning of aesthetics values is individualistic. 
The main reason for the lack of universality in this learning is the individuality of both mot 
vations (6), and exposures to sensory inputs and rewards (5). Elsewhere, we argue that this in-
dividuality is one of the roots of artistic creativity [3]. Therefore, artistic creativity may in part
arise from a process of optimized stochastic learning. Each of us would learn aesthetic values 
optimally according to our experiences and motivated states. However, for a few of us, this 
learning process would take us to a unique region of the aesthetic space, making us creative.

5. ACKNOWLEDGMENTS

This research was supported in part by Georgetown University Provostial Funds to N.M.G.



22

REFERENCES

[1]	 H. Aleem, I. Correa-Herran, and N.M. Grzywacz, “Inferring master painters’ esthetic 
biases from the statistics of portraits,” Frontiers in Human Neuroscience, vol. 11, 94, 2017.

[2]	 S. Brown, X. Gao, L. Tisdelle, S. B. Eickhoff, and M. Liotti, “Naturalizing aesthetics: brain 
areas for aesthetic appraisal across sensory modalities,” Neuroimage, vol. 58, pp. 250-258, 
2011.

[3]	 H. Aleem, I. Correa-Herran, and N.M. Grzywacz, “A theory for how the brain learns 
aesthetic values and implications to creativity,” NeuroImage, submitted for publication.

[4]	 H. Aleem, M. Pombo, I. Correa-Herran, and N.M. Grzywacz, “Is beauty in the eye of the 
beholder or an objective truth? a neuroscientific answer,” in Mobile Brain-Body Imaging 
and the Neuroscience of Art, Innovation and Creativity, J. Contreras-Vidal, D. Robleto, 
J. G. Cruz-Garza, J. M. Azorin, and C. S. Nam Eds. Cham, Switzerland: Springer, 2019.

[5]	 P. Peter, and L. F. Abbott, Theoretical Neuroscience: Computational and Mathematical 
Modeling of Neural Systems. Cambridge, MA: MIT Press, 2001.

[6]	 J. A. Snyman, and D. N. Wilke, Practical Mathematical Optimization: Basic Optimization 
Theory and Gradient-based Algorithms, vol. 133. Cham, Switzerland: Springer, 2018.

[7]	 M. W. Hirsch, S. Smale, and R. L. Devaney, Differential Equations, Dynamical Systems 
and an Introduction to Chaos. San Diego, CA: Academic Press/Elsevier, 2004.

[8]	 T. Shifrin, and M. Adams, Linear Algebra: A Geometric Approach, 2nd ed. New York, NY: 
W. H. Freeman, 2011.

[9]	 D. A. Drachman, “Do we have brain to spare?” Neurology, vol. 64, 2004-2005, 2005.



23

Body is Other: 
Mediations and Translations in Creative Writing and Neuroaesthetics

Maria J. Delgadillo, Jesús G. Cruz Garza, Cristina Rivera Garza

Abstract - Through the use of MoBI and EEG, and in a collaborative setting for working, 
we’re creating a new approach to creative writing, which incorporates data, transforming it in 
different outputs. This process of transforming the EEG recordings resulting of these creative 
practices, and working with them through different mediums is regarded as a translation, as 
it takes the language of EEG recordings, and by transforming it, makes it readily accessible to 
a wide array of audiences.

1. INTRODUCTION

We live in a world where our consumption of art, media, and communication is increasingly 
visual and mediated through technology which has allowed every person who possess a com-
puter or mobile device to become a writer/author and speak, in their own words, about their 
realities and relationships. With the evolution of technology, the gatekeeping of information 
is no longer limited by geographical or linguistic borders. Because of this shift on the notion 
of authorship and access, both the exercises of reading and creative writing call for new un-
derstanding of how social media, blogs, images, e-books and so on, work, and what language 
can and cannot access (Rivera Garza, 2013 p. 22). With this background, and following the 
idea of artist and performer Laurie Anderson that “language is an elaborate code” and that 
every element of art and performance is a type of language that can be decoded and translated 
(Anderson, 2018, pps. 10-11) we felt compelled to find new ways of approaching the creative 
practices of writing, and test the limits of what a text or a written piece can be understood as. 
In this sense, we began by thinking of translation not only as a shift from one language to an-
other, but as “displacement, invention, mediation, the creation of a link that didn’t exist before 
and to some degree modifies two elements or agents” (Latour, 1994 p. 32), a shift between the 
many codes that compose our interactions. And if there has already been a push from biology 
to create a “biotranslation”, that is, a system of translating codes that have no syntax but that 
can be distinguishable “transmission between umwelten” (Kull, Torop, 2003 pps. 318-320); 
then by the introduction of Mobile Brain-Body Imaging (MoBI) technologies such as mobile 
Electroencephalogram (EEG) and collaborative work with the I/UCRC BRAIN Center at the 
University of Houston, our approach to writing creative pieces was challenged and shifted 
into something far more complex than text on a page. Aligned with John Vincler, on his work 
reviewing Renee Gladman’s Prose Architectures, where he asks “what are we reading or seeing 
when moving through books of writing containing only gesture and abstraction? What does it 
mean to write free from language?” (Vincler, 2018), the collaborative work began to question 
how language can be read and how writing could be decoded if we considered the recordings 
of the brain as a central part of the creative process.
By this, we are trying to translate, into an array of outputs, the moments of creative work 
that lie hidden behind the concept of inspiration. The unreadable pieces of data that are the 
very pillars of human creativity: movement, intent, language. The process involves several 
steps, beginning at the initial moment of composing text in diverse genres such as poetry, 
translation, and fiction. This writing is done while wearing an EEG cap which records the 
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brain activity; and will be used afterwards, after a serial processes of editions and translations, 
allowing this process to become a complex network of creative pieces connected by the con-
cepts of mediation between the body that creates 1 and the machines that help in this creation. 
With the use of an algorithm, the EEG recordings resulting of this sessions of writing are 
transformed into sound which will also become subject of a series of editions –much as we 
do in the creative writing field–, to become melodies that will musicalize the written results. 
The recordings will also become part of videos and hand made embroidery, which will act as 
pieces of text narrating the experience, as much as the written word does, becoming pieces of 
code to be translated by the reader.
This multimedia collaborative project is titled Body is Other, and looks to question what can 
literature do and how it can benefit from performing along EEG recordings. Beyond being a 
collaboration that stays in the realms of what can be achieved aesthetically, the project has a 
unique urgency to understand reading and writing as a series of mediations and translation 
of codes: the written word, the brain signals, the movements of the body, sounds, images, and 
the intertextuality between them.
The work has also allowed us to generate new questions and pose new possibilities for the work 
and the advancement and development of a relationship between neuroscience and writing. 
By proposing that these recorded brain activity generates a language that speaks for itself, we 
are trying to become translators from data to art practice, nurturing both the advancement 
of the research on neuroaesthetics and creativity. We believe that the project advances into 
more than just written text, rather, it becomes literature that is highly imbued in the moments 
when it’s being created. And, more than anything, it stands along Donna Haraway’s Cyborg 
Manifesto in proposing that the limits of our skin, particularly when trying to create a space 
where an embodied experience of writing literature is exposed, are not the limits of our body. 
(Haraway, 1991, p. 178).

2. METHODS

Recording equipment
We collected brain activity, eye movement, heart beat, and skin conductance was measured 
together using a 64-channel ActiCHamp recording system (Brain Products GmbH, Germany) 
 with Ag/AgCl active electrodes. The electrodes in the recording system were used for non- 
invasive electroencephalography (EEG) to record electrical activity from the brain at the  
surface of the scalp; electro-oculography sensors (EOG) to record eye motion; and an electro-
cardiogram sensor (EKG) to record their heartbeat. The system integrated a galvanic sensor 
response (GSR) unit to record skin conductance and a tri-axial head accelerometer to record 
head motion. The data was recorded at 500 Hz. The 64 electrodes were distributed as: 58 for 
EEG, 4 for EOG, and 2 for EKG.
A conductive electrolyte gel was applied at the electrode tips to reduce the interface imped-
ance between the scalp and the electrodes. The biometric data were recorded using the Brain-
Vision Recorder software (Brain Products GmbH, Germany). The 58 EEG channels were ar-
ranged according to the international 10–20 system.

Sonification
We generated the audio by mapping EEG power in some of the electrodes in the frontal, 
central, parietal, and occipital regions of the scalp. The power in the delta (1-4 Hz), theta (4-8 
Hz), alpha (8-12 Hz), beta (12-30 Hz), and gamma (30-50 Hz) frequency bands was mapped 
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to the amplitude of sine waves in the C minor 9th chord (C3, D#2, G3, B3, D4) pentatonic 
scale, with frequencies at 128.43, 152.74, 192.43, 242.45, 288.33 Hz, respectively to each fre-
quency band.
Figure 1 shows the original EEG frequency activations in a spectrogram, and the mapping to 
the corresponding sinewaves produced from the power modulations in channel F2.

3. RESULTS
Body is Other, as a whole, is a project that tries to understand creative writing as a process 
far beyond written text on a page. Echoing what Ulises Carrión proposed in The New Art of 
Making Books, “when writing the text, the writer followed only the sequential laws of lan-
guage, which are not the sequential laws of books.[...] In the new art every page is different; 
every page is an individualized element of a structure (the book)wherein it has a particular 
function to fulfill”, the project is trying to create a new kind of book and a new kind of reading 
experience that embodies, for the audience, the core of human creativity.
While based on the act of writing, the work we’re creating is intending to question our rela-
tionships with language, the bridges we create between signifier and signified, the moments of 
inspiration, and the levels of separation between the bodies that create and the devices those 
bodies use in the acts of performativity.
In this sense, we’re trying to emulate Anderson in her approach to art, making sure that we 
put language into art through all different possible media (Anderson, 2018, p.11). That is, 
the text, the melodies that are created through the EEG recordings, and the many layers of 
translation processes of data into visual arts are looking to perform, with the audience, an ex-
perience of reading that reaches beyond books, words, pages, experiences. By allowing for the 
audience to create their own stories and relationships with the piece.
Figure 2 show the early results of experimenting with the materials for the project.

Figure 1. Spectrogram of the EEG data in F2 sonified as a mixture of sine waves. A. EEG activation of the F2 channel 
across the whole frequency spectrum analyzed. B. Spectrogram of the sine waves used to generate sound from the 
EEG channel.

Figure 2: Handmade embroidery work for Body is Other and screenshot of a video made featuring both EEG recor-
dings, bilingual creative writing in real time, and sonifications edited to become melodies.
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Feasibility and safety of EEG/EOG-based bilateral exoskeleton control to 
restore hand motor function

Marius Nann, Niels Peekhaus, Surjo R. Soekadar 

Abstract - Cervical spinal cord injuries (SCIs) often lead to quadriplegia with loss of motor 
function in both hands and legs affecting autonomy and quality of life.While it was shown 
that unilateral hand function can be restored after SCI using a hybrid electroencephalog-
raphy/electrooculography (EEG/EOG)-controlled hand exoskeleton, feasibility of restoring 
bilateral hand function using such paradigm, e.g., to eat with fork and knife, was not demon-
strated yet. To test whether EEG/EOG signals allow for fluent and reliable as well as safe and 
user-friendly bilateral control of two hand exoskeletons, eight healthy participants (6 female, 
mean age 24±3 years) performed an audio-visual neurofeedback paradigm consisting of a 
complex sequence of bilateral grasping and releasing motions visualized on a screen. While 
grasping motions were controlled by voluntary EEG modulations related to motor imagery 
of left- or right-hand closing movements, EOG signals related to horizontal eye movements 
(HOVs) were translated into releasing motions as well as commands to interrupt or switch 
laterality. Fluent and reliable EEG control was defined as average ‘time to initialize’ (TTI) 
grasping motions below 4s with complete closing motions of at least 75% within 6s. Safety 
was defined as ‘time to stop’ (TTS) an ongoing grasping motion by performing a HOV with-
in 1s. After the experiment, all participants were asked to rate the user-friendliness of the 
EOG control using Likert-scales. While average TTI of EEG-controlled operations ranged 
at 3.3±2.2s, 75% successful closings were reached at 5.3s. Safety requirements were met by 
an average TTS of 0.97±0.3s. All out of one participant rated the use of the system as very 
user-friendly (89±13% of maximum score). These results suggest that an EEG/EOG-based bi-
lateral exoskeleton control is feasible and safe, paving the way to test such paradigm in patient 
populations performing bimanual tasks.

Keywords: brain-machine interface, BMI, bilateral exoskeleton control, bimanual tasks, 
EEG, EOG.

1. INTRODUCTION

Traumatic cervical spinal cord injuries (SCIs) often results in loss of motor function in all four 
extremities. Such severeparalysis in both arms and legs termed quadriplegia is accompanied 
by substantial constraints in autonomy and quality of life [1].While the inability ofwalking is 
usually compensated by using a wheelchair, restoration of hand function is still insufficiently 
solved and, thus, limits the autonomy of quadriplegics in conducting basal activities of daily 
living, e.g., to pursue grooming, cooking or eating. Depending on the specific SCI location, 
the degree of impairment and related motor inabilities can vary substantially. Approx. 30% of 
SCIs are located at the lower cervical vertebrae (C5-C8) and result in incomplete quadriplegia 
with residual motor capabilities [2]. In particular, injuries between C5 and C7 are character-
ized by remaining motor skills in the shoulder and arm, but lack of motor function in wrist 
and fingers [3]. For such specific cases, adding up to 2.500 to 4.500 newly affected persons 
every year in the U.S. [4], the restoration of hand function would be a substantial improve-
ment to regain autonomy in daily life.
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Brain machine interfaces (BMIs) have become a promising approach to restore motor func-
tion by translating voluntary modulation of electroencephalography (EEG) sensorimo-
tor-rhythms (SMR, 8-15Hz) into control signals, e.g. for a hand exoskeleton [5]. Beside mo-
tor restoration, repeated BMI-use in incomplete quadriplegia has additionally the potential 
to trigger neural recovery [6]. As control feature, event-related desynchronization (ERD) 
of SMR (SMR-ERD), associated with motor imagery or the attempt to move the paralyzed 
fingers, is commonly used. However, the inherent non-stationarity and low signal-to-noise 
ratio especially of non-invasive EEG makes BMI control susceptible to false classifications 
and, thus, limits reliability inferring unacceptable safety issues especially in unpredictable 
real-life environments. To improve BMI control, electrooculography (EOG) - based maxi-
mal horizontal oculoversions (HOVs), eye movements that – on the contrary to vertical eye 
movements – rarely occur in everyday life routines, were integrated as a further control sig-
nal to reduce false classifications to a minimum [7]. Recently, it has been demonstrated that 
in case of incomplete quadriplegia a hybrid EEG/EOG-controlled hand exoskeleton restores 
unilateral hand function, e.g. allowing to use cutlery for eating [8].While exoskeleton closing 
motions were controlled by SMR-ERD related to intended grasping movements, HOVs were 
translated into releasing motions or commands to interrupt unintended closing motions due 
to wrong classification resulting in increased reliability and safety in daily-life scenarios.

However, up to now, only unilateral BMI-based restoration of motor function was achieved, 
i.e., only one hand has been mobilized for grasping. While this constitutes a significant im-
provement for hemiplegics, e.g. after stroke, in case of quadriplegia unilateral systems provide 
only limited advantage since most activities of daily living, e.g. eating a full meal with fork and 
knife, require bimanual object manipulation. Therefore, an EEG/EOG-based bilateral control 
paradigm for quadriplegics would be desirable.

For unilateral restoration of hand function, it has been shown that Laplace-filtered SMR-
ERD from the hand knob area of the contralateral primary motor cortex allows for specific 
detection of hand movement intention [9, 10]. For the implementation of a bilateral control 
paradigm, an option would be to evaluate the respective contralateral SMR-ERD from each 
hemisphere independently. However, this would be very unspecific in terms of laterality since 
imagination of hand movement or the attempt to move the paralyzed hand elicits not only 
contralateral but also ipsilateral SMR-ERD [11]. Even though contralateral modulations are 
usually more distinct, reliable bilateral BMI-classification either of left- or right-hand grasping 
intentions remains a challenge. Although the achieved classification accuracy has been shown 
to be high for offline analyses (around 70-80%), online detection methods do not achieve 
such classification rates and, thus, are not sufficiently reliable for daily live applications.

To still allow for reliable and safe BMI-based bilateral hand exoskeleton control, a novel 
paradigm was implemented enabling only one hand exoskeleton at once to be controlled by 
contralateral SMR-ERD while ipsilateral modulations remains unevaluated. Such a mecha-
nism ensures that false classifications due to motor-related bilateral brain activation is elim-
inated. To switch laterality, prolonged HOV, defined as left or right HOV exceeding 1s, ena-
bles the respective exoskeleton. To test feasibility and safety of such novel EEG/EOG-based  

Marius Nann, Niels Peekhaus and Surjo R. Soekadar are with the University Hospital of Tübingen, Tübingen, Germany.
Surjo R. Soekadar is additionally with the Charité – Universitätsmedizin Berlin, Berlin, Germany (phone: +49-30-
450-528 153; e-mail: surjo@soekadar.com).
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bilateral exoskeleton control, eight healthy participants performed an audio-visual neurofeed-
back paradigm consisting of a complex sequence of bilateral grasping and releasing motions 
of two virtual exoskeletons visualized on a screen. Feasibility was assessed in terms of fluency, 
defined as average ‘time to initialize’ (TTI) EEG-controlled operations, as well as reliability, 
defined as successful EEG-based closing motions of at least 75%. Safety was evaluated on 
‘time to stop’ (TTS) unintended closing motions by using EOG. Moreover, user-friendliness 
of prolonged versus short HOV was assessed by a Likert-scale.

2. METHODS

A. Participants
Eight healthy participants (6 females, age 24.1±3.2 years) were invited to a single-session ex-
periment at the University Hospital of Tübingen. Before entering the study, all participants 
provided written informed consent. The study protocol complied with the Declaration of Hel-
sinki and was approved by University of Tübingen’s local ethics committee.

B. BMI system and bilateral control commands
EEG was recorded from nine conventional recording sites (F3, T3, C3, P3, F4, T4, C4, P4, 
Cz according to the international 10/20 system). Two additional electrodes were placed at 
the left and right outer canthus for EOG recordings. Reference and ground electrode were 
placed at FCZ and FpZ, respectively. All biosignals were sampled at 1kHz and amplified by 
using a wireless active-electrode EEG system (actiCAP®, LiveAmp®, Brain Products GmbH, 
Gilching, Germany) (Fig. 1). For online processing and classification, the BCI2000 software 
platform was used. EEG signals were first bandpass-filtered at 1-30Hz to remove drifts and 
high frequency noise. Afterwards, surface Laplacian filters were applied to increase signal-to-
noise ratio of the targeted electrodes at C3 and C4, respectively [9]. A surface Laplacian filter 
was shown to be effective in detecting specific SMR-ERD while suppressing distant sources 
(e.g. eye blinks) without the need of complex models, e.g. accounting for volume conduction. 
To compute SMR-ERD related to right- or left-hand motor imagery, the power method by 
Pfurtscheller and Lopez da Silva was applied [12]. In order to attenuate eye-blinks, bipo-
lar EOG signal was generated by subtracting left from right EOG. To remove low-frequency 
drifts as well as high frequency noise, bipolar EOG signal was bandpass-filtered at 0.02-3Hz.

Four EEG/EOG-based control commands allowed for bilateral control of two virtual exoskel-
etons presented on a screen in front of the participants (Fig. 1). While grasping motions were 
controlled by voluntary SMR modulations related to motor imagery of left- or right-hand 
closing movements, EOG signals related to horizontal eye movements (HOVs) were translat-
ed into releasing motions as well as commands to interrupt an ongoing closing motion (both 
short HOVs) or to switch laterality (prolonged HOVs > 1s). To enhance EOG control, audi-
tory feedback was provided to confirm successful execution of short as well as for prolonged 
HOVs. A detailed overview on the BMI’s bilateral control commands and their corresponding 
EEG/EOG-based triggers is summarized in Table I.
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B. BMI calibration and study protocol
After the EEG/EOG recording system was mounted, participants were instructed how to per-
form HOVs as well as imagination of left and right grasping motions. For EOG calibration, 
participants performed 5 short and 3 prolonged HOVs to each side, respectively, to compute 
HOV detection thresholds for each movement direction at two thirds of maximum HOVs. 
EEG calibration was performed according to Soekadar, Witkowski [8].
After successful calibration and familiarization with the bilateral control paradigm, partici-
pants performed twice a pseudo-randomized sequence of 35 sub-tasks consisting of all four 
control commands required for bimanual control (see Table I). Each sequence lasted approxi-
mately 5 minutes. The sequence included sub-tasks to either close a virtual exoskeleton (SMR-
ERD), to open a closed virtual exoskeleton or to stop immediately an ongoing closing motion 
to simulate unintended hand exoskeleton motions or unexpected incidents (both requiring 
short HOV). In case a sub-task required to switch laterality, e.g. when an instruction to close 
left exoskeleton is given but right exoskeleton is still enabled, participants needed to first in-
dependently perform a prolonged HOV to the respective side followed by left or right motor 
imagination to close the virtual exoskeleton. The time between sub-tasks varied randomly 
between 5-7s. In case no valid SMR-ERD was elicited, sub-task was aborted after 10s. At the 
end of the session participants rated the user-friendliness of EOG control by using a five-level 
Likert-scale questionnaire. Since user-friendliness of hybrid (‘short’) EOG/EEG-control was 
already proven [8], the questionnaire focused on the newly implemented prolonged EOG 
command.

C. Outcome measures
‘Time to initialize’ (TTI) EEG-controlled operations were evaluated as time between visual 
indication of task instruction and SMR-ERD exceeding detection threshold. Fluent control 
was assumed when average TTI ranged below 4s. Even though 3s were reasoned to be con-
ceived as fluent operation in a previous work [13], we extended the accepted TTI threshold by 
one second due to the more complex control paradigm, i.e. switching laterality before initial-
izing closing motion, requiring high concentration. Reliable EEG control was defined when 
at least 75% successful, i.e. complete, closing motions were performed within 6s. Since a full 
closing motion lasted 2s in the case SMR-ERD detection threshold was continuously exceed-
ed, this is an appropriate duration when maximal TTI of 4s is considered. Safety was assumed 
when average TTS was below 1s meaning that closing motion was interrupted before virtual 
exoskeletons were half closed. This value was chosen as most objects of daily life are smaller 
than the half of a full hand span. Moreover, user-friendliness was met when the majority of all 
participants rated EOG control as comfortable and easy to apply.

BMI control commands EEG/EOG trigger
Close virtual hand exoskeleton SMR-ERD at contralateral motor cortex
Open virtual hand exoskeleton Short HOV towards direction of

activated virtual hand exoskeleton
Stop ongoing closing motion Short HOV towards any direction
Switch active exoskeleton Prolonged HOV (> 1s) towards  

desired virtual hand exoskeleton

TABLE I.        BMI Control Commands
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3. RESULTS

A. Feasibility
The average TTI (±s.d.) of all EEG-controlled closing operations ranged at 3.3±2.2s  
documenting fluent bilateral hand exoskeleton control (Fig. 2 left). Moreover, reliable control 
was achieved, since 75% of all left and right closing motions were successfully performed 
within 5.3s.

B. Safety
The participants were able to stop an ongoing closing motion of the virtual exoskeletons by a 
short HOV with an average TTS (±s.d.) of 0.90±0.33s (Fig. 2 right). Thus, safety requirements 
were met as TTS ranged below 1s.

C. User-friendliness
With 89±13% of the maximum achievable score, participants rated EOG control as us-
er-friendly. Only one person reported discomfort while performing HOVs.

4. DISCUSSION

The presented study demonstrates feasibility and safety of a novel EEG/EOG-based paradigm 
for bilateral control of two hand exoskeletons. We showed that eight healthy participants were 
able to perform a complex sequence of sub-tasks with four EEG/EOG-based control com-
mands (Table I). Fluent and reliable control was documented by an average TTI (3.3±2.2s) 
of all EEG-controlled operations below 4s and by achieving 75% of successful closing mo-
tions (reached at 5.3s) within 6s. These results are comparable to a previous study, in which 
a whole-arm exoskeleton was controlled [13]. Moreover, average TTS (0.90±0.33s) below 1s 
substantiates safety. All out of one participant reported no discomfort and ease of use in per-
forming HOVs. These results show for the first time that a bilateral control based on EEG/
EOG signals is feasible and safe and can be applied directly after a short familiarization with-
out long training. The motivation was to investigate whether restoration of bilateral motor 
function in quadriplegics, e.g. allowing them to eat with knife and fork by using two hand  

Figure 1: Experimental set-up. Participants were equip-
ped with a wireless active-electrode EEG/EOG system 
(actiCAP®, LiveAmp®, Brain Products GmbH, Gilching, 
Germany) and comfortably seated in front of a screen 
receiving visual and auditory feedback. 

Figure 2: Left: ‘Time to initialize’ (TTI) EEG-controlled 
closing motions of left or right virtual hand exoskeleton. 
Average TTI ranged below 4s documenting fluent con-
trol. Right: ’Time to stop’ (TTS) an ongoing closing mo-
tion by using short HOVs. Since average TTS is below 
1s, safety requirements were met. Centerlines of boxplot 
show median, while crosses show the mean. Box limits 
indicate the 25th and 75th percentiles.
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exoskeletons, is possible. Regaining motor function in both hands would significantly in-
crease their autonomy and quality of life.
The here presented EOG control paradigm consisting of short and prolonged HOVs required 
only a short preparation (only two electrodes at the outer canti) and calibration phase, and 
was reliably used by the participants. Since EEG control is generally more effortful, one could 
argue that also the sub-task of exoskeleton closing could be performed with a short HOV 
resulting in a faster overall control as well as less preparation and calibration time. However, 
contrary to eye movements, EEG-based control was shown to be very intuitive since exoskele-
ton closing is directly linked to the attempt to move the paralyzed fingers [8]. Moreover, there 
is increasing evidence that, in case of incomplete quadriplegia, EEG-controlled movement 
initiation can trigger neural recovery [6, 14]. Both aspects, the intuitiveness of grasping as 
well as the potential to trigger neurorestoration justifies the additional cost and effort of EEG 
recordings.
To reliably detect prolonged HOVs, introduced in this study as additional EOG control com-
mand to switch laterality between the two exoskeletons, bipolar EOG signal needed to contain 
low-frequency information requiring specific bandpass-filtering (lower cutoff frequency at 
0.02Hz). However, low frequencies are prone to be susceptible to movement artefacts, e.g. 
head movements, as well as settling time of such filters is relatively long. While under lab con-
dition this issue could be controlled, EOG control needs to be tested during daily life routines 
in possibly noisy and unpredictable environments. A possible solution could be to use other 
EOG-related signal features decreasing dependency on low-frequency information content.
Also, an even more fluent bilateral control as demonstrated here would be desirable. In this 
context, investigating whether lateralization of motor-related brain activation can be trained 
over several sessions allowing for higher classification accuracies would be important. Since 
it was showed that SMR-ERDs are generally more pronounced over the contralateral hemi-
sphere [11], it might be possible to determine the side of the intended movement by assessing 
such lateralized activity only.
Our results suggest that an EEG/EOG-based bilateral exoskeleton control is feasible and safe, 
paving the way to test such paradigm in patient population performing bimanual tasks in 
everyday life environments.
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Preliminary Assessment of hands motor imagery in theta- and beta- 
bands for Brain-Machine-Interfaces using functionalconnectivity analysis 

J. A. Gaxiola-Tirado*, Eduardo Iáñez, Mario Ortiz, D. Gutiérrez, José M. Azorín

Abstract - The use of time- and frequency-based features has proven effective in the process 
of classifying mental tasks in Brain Computer Interfaces (BCIs). Still, most of those methods 
provide little insight about the underlying brain activity and functions. Thus, a better under-
standing of the mechanisms and dynamics of brain activity, is necessary in order to obtain 
useful and informative features for BCIs. In the present study, the objective is to investigate 
the differences in functional connectivity of two motor imagery tasks, through a partial di-
rected coherence (PDC) analysis, which is a frequency-domain metric that provides infor-
mation about directionality in the interaction between signals recorded at different channels. 
Four healthy subjects participated in this study, two mental tasks were evaluated: Imagination 
of the movement of the right hand or left hand. We carry out the differentiation of these tasks 
through two different approaches: on one hand, the traditional one based on spectral power; 
on the other hand, an approach based on PDC. The results showed that EEG-based PDC 
analysis provides additional information and it can potentially improve the feature selection 
mainly in the beta frequency band.
Keywords: PDC, brain connectivity, motor imagery, hand MI, BCI.

1. INTRODUCTION

A brain-computer interface (BCI) is a communication system that allows the user to commu-
nicate with the external world through their brain’s activity without the assistance of peripher-
al nerves and muscles [1]. The generation of successful control commands in these systems is 
achieved through five consecutive steps: signal acquisition, preprocessing, feature extraction,
classification and the association with a control command [2]. The key problem in the analysis 
of EEG signals is the feature extraction process. In this framework, various techniques such 
as time-domain analysis, power spectral estimation, and wavelet transform have been inves-
tigated for channel selection in the processing of EEG signals. 

Most training methods for non-invasive electroencephalogram (EEG)-based BCI systems 
involve performing a particular cognitive task, such as motor imagery (MI). In this context, 
classification of different mental tasks such as left/right hand MI, left-right leg IM or cognitive 
tasks have been investigated [3]. MI causes distinctive patterns in the electrical activity of 
the sensory-motor cortex, mainly in alpha (8–12 Hz) and beta (13–30 Hz) frequency bands. 
Then, mental tasks differentiation has been employed to control systems such as wheelchairs 
or a planar robot [4].

In this paper, we present the differentiation of left/right hand MI based on traditional approach 
based in EEG power. Then, we introduce a complementary study of the brain connectivity pre-
sented in these two tasks. Thus, a better understanding of the mechanisms and dynamics of 
brain activity is useful in order to obtain informative features for BCI. Therefore, we use Partial 
Directed Coherence (PDC) analysis, which is a frequency domain metric that provides informa-
tion about directionality in the interaction between EEG signals recorded at different channels.
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2. METHODS

A. Partial Directed Coherence
The partial directed coherence (PDC) is a frequency domain measure of the relationships 
(information about directionality in the interaction) between pairs of signals in a multivar-
iate data set for application in functional connectivity inference in neuroscience [5]. If one 
assumes a set of M EEG signals (simultaneously observed time series), is
adequately represented by a multivariate autoregressive (MVAR) model of order p, or simply 
MVAR(p):

Where are the coefficient matrices (dimensions M×M), containing the co-
efficients  which represent the linear interaction effect of  onto  and  

, is the noise vector (uncorrelated error process). A measure of the 
direct causal relations (directional connectivity) of xj to xi is given by the PDC defined by [5]

where  and are, respectively, the i,j element and the j-th column of

PDC values range between 0 and 1;  measures the outflow of information from channel xj 
to xi in relation to the total outflow of information from xj to all of the channels.

B. EEG acquisition
The brain activity was recorded using an EEG array of 16 electrodes (gUSBAmp from g.tec) 
placed on the scalp following the International 10/20 System (FC5, FC1, FC2, FC6, C3, CZ, 
C4, CP5, CP1, CP2, CP6, P3, PZ, P4, PO3 and PO4) at a sampling frequency of 1200 Hz.

C. Experimental procedure
Four healthy subjects (labeled as S1, S2, S3, and S4) participated in this study, all men, with 
ages between the 22 and 26 years old. Subjects were sitting in a comfortable chair in front of 
a screen that provided instructions while their EEG signals were being recorded. Visual cues 
indicated which of the following two mental tasks they should have performed: Imagination 
of the movement of the right hand (denoted as Class 1) or Imagination of the movement of 
the left hand (Class 2). The task the user should have thought was displayed for 2 seconds. 
Each one of the two tasks had a related image that identified them. Finally, the user had to 
think the specific task for a period of 8-10 seconds. This process was repeated 5 times per each 
two tasks.

(2)

(3)

(4)
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D. Preprocessing
The methods presented in this paper were implemented in the Matlab package ARfit. Signals 
were processed in 1s epochs (30 epochs for each subject and Class). A digital band-pass filter 
between 5 and 50 Hz, a notch filter with 50 Hz cut-off frequency, were applied to the data.

3. TRADITIONAL APPROACH BASED ON SPECTRAL POWER

Signals were processed in 1s epochs (30 epochs for each subject). For each epoch, we estimat-
ed the Power Spectral Density (PSD) in the range from 8 to 30Hz using Burg’s method (func-
tion pburg in Matlab) with an autoregressive model. In order to determine the model order, 
we utilized the reflection coefficients (function arburg in Matlab). Thus, we used the matlab
function arburg with the order set to 20 to obtain the reflection coefficients. Then, the reflec-
tion coefficients were plotted, we observed that the reflection coefficients decayed to zero after 
order 12. This indicated that an order 12 was the most appropriate.
Once the PSD was calculated for all frequencies, channel and class. Using all epochs of the 
recording session, the R-squared value was calculated for each channel and frequency as the 
proportion of total variance due to the power difference between the two classes [6]. A higher 
r2 value is related to a higher discrimination between classes [7].

Under these conditions, the r2 maps obtained for each subject are shown in Figure 1. Then, 
the channel and frequencies with the strongest r2 (±1 Hz) were selected as optimal features. 
Once the features were selected, feature vectors containing PSD from the selected channels 
were used as input in a classifier based on Support Vector Machine (SVM) with a radial basis 
function as kernel (C = 512 and γ = 0.002). The parameters C and γ used in this study have 
been selected in function of a previous study [8]. The classifier was trained with 50% of the 
trials available and tested with the remaining trials. This process was repeated 100 times in a 
cross-validation scheme in which trials were randomly assigned to the training and testing 
data sets. In Table I, the channel selected, and the classification average accuracy for each 
subject are shown.

Figure 1. r2 maps of Class 1 vs Class 2 for all subjects, channels and frequencies.

Table I. Average accuracy based on psd features for each subject in terms of the percentage of correct classification 
between class 1 and class 2.
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4. COMPLEMENTARY APPROACH BASED ON PARTIAL DIRECTED COHERENCE

A. Complementary approach based on Partial Directed Coherence
Once preprocessing was performed, we analyzed the directed interconnections in the set of 
M=16 (FC5, FC1, FC2, FC6, C3, CZ, C4, CP5, CP1, CP2, CP6, P3, PZ, P4, PO3 and PO4) 
electrodes. In order to compute the PDC, the signals were fitted with a MVAR, where the 
model order was determined by the Akaike Information Criterion [9]. We analyzed the fre-
quency range of 8 to 30 Hz. For the given set of frequencies, the PDC values from electrode 
j to electrode i (i=1, 2,…, 16; j=1, 2,…, 16) were obtained trough (3) for each 1s epoch (30 
epochs per subject).

For each subject, we analyzed the PDC values at the frequency bands alpha (8-12 Hz) and 
beta (13-30 Hz). In all cases (frequency-band and direction), differences between Class1 and 
Class2 were tested using the Wilcoxon rank-sum test, under the null hypothesis that data in 
Class 1 and Class 2 have equal medians, against the alternative that they were not. The null 
hypothesis was rejected with p<0.001. Once differences were determined, the median over the 
trials for each frequency band are calculated with the purpose of comparing their magnitudes 
and thereby determine if the corresponding direction is predominant of Class 1 or Class 2. In 
Figure 2 is shown the results of this process for each of them.

B. Analysis of information flows
According to the definitions of information inflow and outflow from directed transfer func-
tion analysis [10]. From the PDC values obtained in section IV.A, the outflow information 
related to certain EEG channel was determined by summing-up the intensity of information 
flow propagated (the square of all PDC values) to other EEG channels. Meanwhile, the inflow
information related to certain EEG was determined by summing-up the intensity of informa-
tion flow received from other EEG channels.

The distribution of outflow and inflow related to each electrode per subject, at beta frequency 
band is shown in Figure 3. It can be observed the flows are different for each subject, which 

Figure 2. Interconnection directions that characterize the difference between Class 1 and Class 2 (p <0.001), the pre-
dominant directions of Class 1 are shown in brown, while the predominant directions in Class 2 are shown in green.
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allows to obtain personalized information about the brain activity when performing both 
mental tasks.

5. DISCUSSION

From Table 1 in section III, it can be observed that for three subjects (S1, S3 and S4) the 
frequencies selected are within beta frequency band. Nevertheless, this approach is based 
on individual electrodes, which gives poor information about the brain dynamic. So when  
analyzing the brain connectivity using the PDC in section IV.A. , it can be observed that dur-
ing the beta band there is a greater number of statistically significant directions than in alpha 
band, particularly for Class 1, which indicates that the brain connectivity is characterized in a 
better way in the beta band, for which any of these significant directions could be used in the 
process of feature selection for the classification process.
With respect to information flows obtained through the PDC, this way of visualizing brain 
connectivity allows to define regions of interaction that it is not possible to define through 
traditional approaches based on EEG power. For instance, for subject S1, it can be observed 
that the outflow is predominant for channel Cz for Class 1, while for Class 2, the predominant 
channels are CP1, P4, Pz. Concerning to the inflows, the predominant electrodes for Class 
1 are C4, FC5 and CZ, which indicates the flow of information goes from Cz to these elec-
trodes. On the other hand, it can be observed that for the subject S4, who obtained the lowest 
classification percentage (58%) the inflow and outflow from Figure 3 are more dispersed in 
comparison with those obtained for the subjects S1, S2 and S3. Thus, these relations of inflows 
and outflows can be useful in order to obtain informative features for BCI.
In conclusion, in this preliminary study was demonstrated that EEG-based PDC analysis is 
able to detect differences in functional connectivity presented in two motor imagery tasks. 
Furthermore, this analysis provides additional information and could potentially improve 
the feature selection process. Our future work will include a more rigorous assessment of our 
EEG-based connectivity analysis and extending our approach to the study of resting-state 
brain networks.

Figure 3. Outflow and inflows maps obtained through PDC when comparing Class1 and Class2.
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Frequency Analysis of EEG Activity during Artistic Creative Tasks

M. Ortiz, E. Iáñez, J. Gaxiola, J. M. Azorín 

Abstract - The present paper shows a preliminary study of the electroencephalography (EEG) 
activity of different subjects during artistic creative and contemplative tasks. The main objec-
tive of the paper is to show if differences can be assessed in the comparison of creative vs. con-
templative tasks. A test protocol and a processing algorithm are proposed. The results reveal 
that during creative tasks there is a gamma band decrement of power with respect to rest state. 
However, differences between creative and contemplative tasks are very subject dependent.
Keywords: Brain-computer interface, creativity test, electroencephalography, time-frequency 
analysis.

1. INTRODUCTION

The concept of creativity or creative thinking is hard to define. The more basic definition it 
would be the ability of creating new ideas or concepts based on already known ideas, with the 
intention of creating original solutions. Creativity is usually assessed by creativity tests. One 
example would be the creativity thinking test of Torrance [1]. This test is used for the detec-
tion of exceptional gifted children. However, the multidimensional nature of creative thinking 
makes necessary the support of additional tests, such as academic results or intelligence qual-
ification (IQ) tests, in order to obtain a more accurate evaluation [2].

If we are talking about creative thinking in art, it is even more difficult to define it, as a new 
variable is added to the equation: aesthetics. Thus, an artistic creative act could be defined as 
an act that combines originality and aesthetics. However, originality and aesthetics can be 
very subjective concepts and their assessment is far from the scope of this paper.

The question to the relationship between brain and artistic creation is a current research topic. 
For instance, related to music in [3], the authors indicate that “Changes in prefrontal activity 
during improvisation were accompanied by widespread activation of neocortical sensorimo-
tor areas (that mediate the organization and execution of musical performance) as well as de-
activation of limbic structures (that regulate motivation and emotional tone). This distributed 
neural pattern may provide a cognitive context that enables the emergence of spontaneous 
creative activity”. Another study using functional magnetic resonance imaging (fMRI) during 
RAP improvisation states that “improvised performance is characterized by dissociated activ-
ity in medial and dorsolateral prefrontal cortices”. However, the relationship is more compli-
cated. As it is indicated by a review of 63 articles by [4]: ‘creative thinking does not appear to 
critically depend on any single mental process or brain region, and it is not especially associated 
with right brains, defocused attention, low arousal, or alpha synchronization, as sometimes hy-
pothesized. To make creativity tractable in the brain, it must be further subdivided into different 
types that can be meaningfully associated with specific neurocognitive processes’.

Therefore, in order to have non-confusing results, the activity must be clearly defined. As the 
artistic creation process consists of, a first stage of improvisation followed by a second phase 
of analysis and revision [5], the research will be focused on the first stage of improvisation to 



46

enclose the mental task assessed, evaluating the electroencephalography (EEG) activity of the 
subjects during a mental creative task in comparison to a contemplative or blank state mental 
task.

2. METHODS

A. Brain-computer interface (BCI)
A brain-computer interface (BCI) allows to capture the EEG signals of a subject during a 
certain action in order to transmit and interpret them by a computer. In this research, the 
EEG signals were sampled and captured at 500 Hz thanks to 31 non-invasive scalp electrodes 
placed on the skin with the help of a cap of Brain Products GmbH (Germany). The reference 
electrode was placed in the right earlobe.
The signals were amplified by an actiChamp box and transmitted by wire to the computer 
for its recording and pre-processing in Brain Vision (Brain Products GmbH, Germany) and 
posterior analysis in a PC by Matlab.

B. Protocol
The experiment was supervised by the ethics committee of the Miguel Hernández University 
of Elche obtaining signed consent for all the volunteers based on the agreement of Helsinki 
declaration. For the experiment, 5 adults (3 male, 2 female) with ages 32.8±4.6 participated 
in 4 different events per session. All the individuals started the trials with the eyes closed, 
and after one beep opened them for the rest of the event. The first 2s were neglected to avoid 
evocated potentials and no movement was allowed.

• Event 1 (E1): Improvisation based on an abstract stimulus. A black ink abstract sheet was
shown to the subjects during 17s, trying to imagine which composition they could develop 
based on the sheet stimulus.
• Event 2 (E2): Improvisation based on simple geometric figures. A simple figure (for instance, 
two parallel lines) was shown to the subjects during 17s, trying to imagine which composition 
they could develop based on the geometric figure.
• Event 3 (E3): Contemplation of painted art.
 A non-known by the subject painted work was shown during 17s using a high quality printed 
book. If the picture was known by the subject, a different work was chosen, and the experi-
ment repeated. During the event, the subject focused on the shapes, colors and sensations, the 
picture produced to them. It was important that the picture was not known for the individual, 
in order to have a similar ‘surprise’ effect to the two previous events. Subjects 1, 2, 4 and 5 used 
the same work: Medusa of Lucien Lévy-Dhurmer (see Fig. 1), while subject 3 used a different 
work due to its previous knowledge of the work.
• Event 4 (E4): Blanked mind state. During 17s the subject tried to focus on a blanked mind
state looking at the surface of the table.
After the tests the subjects carried out the imagined paintings using watercolor for the evalu-
ation of the creativity of the works by an artist.

M. Ortiz, E. Iáñez and J. M. Azorín are with the Brain-Machine Interface Systems Lab, Miguel Hernández University 
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C. Processing

Built-in filters by manufacturer.
Brain Vision software allows to apply different fil-
ters to the signal before its transfer to Matlab. In 
the case of this research, a band-pass filter within 
0.5Hz and 100Hz in combination with a notch filter 
at 50Hz to avoid the network component in Spain 
were applied.
Software filters
After that, the signals were processed offline apply-
ing other filters. First of them was a Laplatian spa-
tial filter based on Euclidean distance between elec-
trodes i and j, being V the voltage of the electrode.

with

Being  the euclidean distance between electrodes  
i and j.

Second one was a wavelet filter based on the discrete approximation of Meyer [6].
Signal was decomposed in 6 detail levels extracting the level 6 approximation. This way, pos-
sible moving artifacts due to spurious blinks were eliminated from the signal in a better way 
than by a high-pass filter.
Normalization
Normally, analysis and modelling usually was applied personalized by subject. Due to the 
nature of this research, comparison needs to be done between subjects. As EEG voltages can 
be different between subjects, electrodes and even different days for the same person and 
electrode, a standardization that keeps the differences but allows to compare them in a same 
level was needed. The standardization used was based on the Maximum Visual (MV) thresh-
old introduced in [7]. MV thresholds are computed as in (3) for the electrode i, based on the 
voltage V for the N epochs of a trial with a window length (L) of 500 samples as:

Once thresholds were computed for each electrode the voltage was standardized as (4) 
indicates.

Feature extraction

Feature extraction was based on the frequency analysis of the components of each event. For 
the feature extraction the power spectrum density via Yule-walkers method was used. As Fig. 
2 shows, there were mainly two dominant components in alpha and low gamma band which 
were the features considered for analysis. Therefore, each event provided two standardized 
power values related to the 4-15 Hz and 20-50 Hz peaks.

Figure 1. Example of E4 user. The subject obser-
ves the high quality representation of Medusa by 
Lévy-Dhurmer.

(1)

(2)

(3)

(4)
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3. 

RESULTS
There are 2 different questions to assess in this research. First one is: There are differences 
between creative events (E1 and E2), contemplative (E3) and reference (E4)? Second one is: Is 
there any difference between the subjects while they conduct the tasks?
In order to see the distribution of the dominant frequencies both peaks of the Fig. 2 are rep-
resented in Fig. 3 for the 31 electrodes. As it can be seen, the distribution is centered around 
11Hz and 35Hz for most of the electrodes. However, gamma band has a wider deviation. In 
order to see the differences between events, to the power of each electrode was divided by the 
power of the rest state of each subject. This way a new standardization was done:

Where i=1:31 electrodes, j=1:5 subjects, m=1:3 events.
Then, the resulting value was logarithmic scaled for a better visualization on the topoplot 
maps that can be seen in Fig. 4 for the 5 subjects and the events 1 to 3. A bluest color means 
that the power was much lower than the one acquired during rest event, while a yellow color 
indicated that the power was much bigger. When the color turns to green it meant that the 
power was similar.

4. DISCUSSION

From the subjects, only S3 had previous experience in art as amateur painter. The other four 
subjects had no proven expertise in arts although S2 indicated that had used watercolors 
before.
Lower gamma band (20-50 Hz)
Fig. 4 shows that all the subjects showed a clear lower level of power during the 3 events under 
test with minor differences in external electrodes for lower gamma band (blue color in right 
images). However, there were not important differences in gamma band between creativity 
events (E1 and E2) and contemplative ones (E3) (similar behavior for the E3 regarding E1 
and E2). Therefore, it can be concluded that there was a clear desynchronization in lower 
gamma band during creative and contemplative tasks, but there were not differences between 
contemplative and creative tasks.

Figure 3. . Frequency distribution of the 2 dominant pe-
aks for the 31 electrodes considered. Subjec S3.

Figure 2. Power spectral density for electrode Fz for 
subject S3.

(5)
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Tetha and alpha band (4-15 Hz)

In the case of 4-15Hz frequencies, mainly alpha band as Fig. 3 shows, the behavior was less 
homogeneous. S1 and S2 showed almost no differences between the three events (similar 
topoplots for E1-3). S3 and S5 showed similar patterns for E1 and E3, while S4 showed a sim-
ilar behavior for the events E1 and E2.
Therefore, only S4, who was the subject who developed the most creative paintings based on 
the opinion of a consulted artist, showed a different pattern between the creative events and 
contemplation (similar E1 and E2 and different E3). S3 showed a different result for the ge-
ometric creative event in comparison to the painting mental and contemplative tasks (similar 
E1 and E3 but different E2). This could be related to its previous expertise in art, but this is 
an assumption which would need a broader analysis and tests with artist subjects. Therefore, 
results were not conclusive for the alpha band as there was a high dependency on the subject.
In conclusion, a clear desynchronization was detected for lower gamma band for creative and 
contemplative tasks, but no clear differences were assessed between creative and contempla-
tive tasks
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Screens vs Galleries: A Neural Study on the Importance of Museums

Jesús Tamez-Duque2, Fernanda Zapata-Murrieta1,2, Rodrigo Peimbert1, Memo Santos2, 
Jose Luis Contreras-Vidal1,3, Rogelio Soto1

Abstract - Brain Response is compared during Art Viewing in Non-Laboratory & Quasi-
Lab-oratory conditions, using Screen-Viewing and Gallery-Viewing of specific pieces in an 
exhib-it. After Offline Statistical Analysis of Power Spectral Density in EEG Signals, specific 
neural patterns were found, focused on the Beta-Band (15-25 Hz) and related to an increase 
in power only when subjects were physically exposed to the pieces.
Keywords: Neuroscience, EEG, Neural activity, Museum, non-Laboratory, art, Neuroaesthetics

1. INTRODUCTION

During the last decade, a new wave of the digital age has started a shift of diverse physical 
experiences into virtual contexts [1], exploiting the growing technologies of Augmented and 
Virtual Reality. Virtual social interactions, entertainment and tourism have been proposed for 
the near future [2,3].

In an effort to determine the implications of such substitution of traditional experiences by 
those in virtual environments, studies have recently explored and compared psychological 
and physiological reactions in people as they various activities in virtual and non-virtual con-
texts; however, there are still important potential contributions to be made by the field of 
neurosciences, where defining the neural effects of virtual and non-virtual aesthetic stimula-
tion could prove critical in defining whether virtual tourism and virtual visual entertainment 
would or would not be equivalent to the traditional experience [3-5].

In this study, an initial effort is thereby proposed by recording and analyzing brain activity 
from visitors to Museo de Arte Contemporáneo (MARCO) in Monterrey, México, as they 
viewed pieces from an exhibit by Martin Scorsese in two different states: (1) in non-laborato-
ry conditions within the main gallery and (2) in quasi-laboratory conditions [6,7] within an 
independent, closed room with pieces shown in a screen. For direct comparison of pleasing 
and non-pleasing experience, subjects were asked to choose their Favorite (FP) and Non-Fa-
vorite (NFP) piece, after the aesthetic experience. Additionally, all subjects had a Baseline 
(BL) condition recorded, which was devoid of artistic stimuli and which took place before the 
viewing of the pieces.

2. MATERIALS AND METHODS

A. Subject preparation
The subjects were previously informed about their participation and signed voluntarily an 
informed consent approval to do the study. It was asked to complete a questionnaire that 
included information about gender, age, occupational status, and art consumption. To create 
a neural-data baseline(BL) that is to say, a non aesthetic stimulation moment before the expo-
sure of art, the participants stared at a white wall for a minute on the exhibit room and they 
stared at a black screen on the classroom (Aula Terra) for 45 seconds.
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B. Data Acquisition
Participants were asked to attend two different days to get the analysis, The half of the volun-
teers attended first to the Aula Terra of the MARCO and then attended to the exhibit room, 
the other half attended first to the exhibit room and on their second visit they went to the 
classroom. Given this, the subjects were divided on two groups: Aula First (AF) and Exhibit
First (EF), referring to the order of the visits.
On each group, the subjects were divided on groups of three, the task asked on Aula Terra was 
to stare at the television screen that was in front of them. The participants were asked to stare 
at the same pictures on the exhibit room as well.
The series of pictures that the subjects stared at belongs to the exposition of Martin Scorsese, 
a series of photographs taken by Brigitte Lacombe as seen in Fig. 1. There were 8 pictures and 
the time of staring was controlled for every participant, on the Exhibit room, the subjects 
stared at every picture for one minute checked by the person who was guiding meanwhile, 
on the Aula Terra they stared for 30 seconds with a break of 15 seconds with a black screen 
between every picture. The break for the exhibit room depended on how much time the sub-
jects walked to the next picture. The participants were asked to choose their favorite painting 
(FP) and their non-favorite (NFP) at the end of the session, resulting on having three events 
for every subject on the experiment: Baseline, Favorite Painting and Non-Favorite painting.

The EEG data acquisition was taken with the Muse headband, which is a non-invasive device 
that includes four channels as dry electrodes on the locations of TP9, TP10, AF7 and AF8 
according to the 10-20 system [5]. The headband has a sampling frequency of 220 Hz and 
was connected to a HP mini-tablet which had the software of Muse-IO, MuseSaver and Mu-
seTimeTracer V2 to record the signals in real time.

C. Data Analysis: Preprocessing and Denoising

Figure 1. Museum layout and experimental setup of Gallery and Screen areas. A. Painting locations within non-la-
boratory experiments. Paintings are marked in the order in which they were seen by all subjects. B and C. subjects 
during data acquisition. B corresponds to non-laboratory conditions at Martin Scorsese’s exhibition at MARCO 
museum. C corresponds to quasi-laboratory conditions at MARCO’s Aula Terra.

1 Tecnológico de Monterrey, National Robotics Laboratory, School of Engineering and Sciences, Monterrey, México.
2 INDI Ingeniería y Diseño S.A.P.I. de C.V., Monterrey, México.
3 Laboratory for Non-invasive Brain-Machine Interface Systems, Department of Electrical and Computer Engineering,        
University of Houston, Houston, TX, United States.
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The muse files obtained were converted from .muse to .m format with the command window 
features. A zero-phase Butterworth bandpass filter for frequencies from 1-60 Hz was applied 
in order to get only the frequencies we were interested on and to avoid easily identifiable ar-
tifacts. The EEG signal was divided by channel and segmented in times to match the moment 
when the subject was on Baseline section, at the time that it was watching its favorite painting 
and its non favorite painting. The signals were divided in windows of 256 samples (windows 
of 1.16 seconds) in order to get epochs, this resulted as approximately 80 epochs per event 
(BL, FP, NFP). The implemented process details are described in Fig. 2.

D. Data Analysis
The parameter used to do the analysis was the Power Spectral Density (PSD) of the EEG sig-
nals. The PSDs for every event and every subject was visually inspected in order to identify 
abnormalities. Previous to this step, a code was applied to the signal to identify and exclude 
the elements that were in an odd shape from the analysis.
For the analysis, a Non-parametric test of signs was applied due to the distribution of the 
data and the Probability value method(p-value) was used to analyze the difference between 
the events, the discrepancy between BL and FP, BL and NFP, NFP and FP. Fig. 3 presents the 
statistical analysis performed.

Figure 2. Preprocessing and processing flowchart including artifact removal, feature extraction and statistical analy-
sis. Artifacts were considered when accelerations were 2 m/s2 over and when amplitudes over 40uV were measured. 
Frequency-domain features were used for neural-activity comparison. Normal-distribution tests were performed, 
and Non-Parametric statistical analysis strategies were used.

Figure 3. Statistical analysis was performed using paired comparisons between Screen and Gallery for each individual 
subject. A Non-Parametric Wilcoxon Signed Rank Test was performed for every event and every subject in Gallery 
and Screen variants. Non-Parametric Sign tests were performed to obtain overall conclusions.
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3. PRELIMINARY RESULTS

A. Demographic Analysis
The demographic results shown in Fig.4 presents data obtained from the questionnaire that 
was applied to the participants. The study was made with a total of 60 voluntary participants 
in the ages between 17 and 34 and a cohort of 13 subjects was selected to analyze the brain 
signals obtained. The vast majority were students, science and engineering professionals and 
artrelated people. The cohort showed that the subjects were mostly students, science and en-
gineering and social sciences as occupation. The results also show that subject population 
consume art once or twice every two months.

The picture that was considered the most favorite painting considering the opinion of all the 
subjects was picture 4 as shown in Fig 5, and the most considered as Non-Favorite painting 
was the picture 7 and 8. The image that stood up on the Aula Terra as FP was the picture 4 and 
the one that was most pointed as NFP was the picture 7, whilst on the Exhibit room, the FP 
was picture 1 and NFP was picture 8. Additionally, the painting most chosen as favorite and 
less favorite changes when the exposure to art is different, the most favorite was painting 1 
on the Gallery and painting 4 on the Screen whilst the painting pointed as less favorite on the 
Screen was number 2 and on the Gallery was number 3.

Figure 4. Demographics, Art Consumption levels and Occupation Distribution of total subjects and cohort. A. Total 
population N=60; cohort n=13. B.a and B.b. Most of the tested subjects were students and around one-fifth had a 
profession related to arts. B.c and B.d. Most subjects consumed art every 2 months.

Figure 5. Comparison between aesthetic preference on Gallery and Screen. A. There was a difference of aesthetic 
preference, painting number 4 was chosen as most favorite on the Screen meanwhile painting number 1 was chosen 
on the Gallery. B. The probability of preference according to gender show that there’s a similar tendency to choose the 
same paintings, the election of the Non-favorite painting is more varied.
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B. Statistical Analysis

Results from a Non-Parametric Sign Test showed that aesthetic stimulation generated specific 
neural patterns of beta-band power-increase (P-value = 0.005) when subjects were exposed to 
the physical pieces within the main gallery of the museum, and that such neural pattern did 
not appear when the viewing of the pieces was done on a screen. When comparing the PSD
(Fig. 6) between screen and gallery, it was found that there is no significant difference on 
Baselines but there is between FPs and NonFPs. Additionally, total power of neural activity 
was also found to be higher when experiencing art in the exhibit room, compared to when 
being experienced on screen.

Figure 6. Comparison of average Power Spectral Densities. The focus of interest is on the Beta Band range, which 
goes from 15-25 Hz.
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Abstract - Alzheimers disease (AD) is one of the most common neurodegenerative diseas-
es of the elderly, which produces progressive cognitive, functional and behavioural changes, 
whose eects are very serious not only for patients but also for their family members and for all 
the people which interact with them. Unfortunately, these diseases cannot be cured, but their 
progression can besignicantly delayed if they are diagnosed in a very preventive way, before 
their eects from a cognitive or neuromotor point of view become evident. In this context, it 
has been observed that handwriting is one of the motor activities signicantly altered by AD, 
being the result of a complex network of cognitive, kinaesthetic and perceptive-motor skills. 
In particular, researchers have showed that the patients aected by these diseases exhibit altera-
tions in the spatial organization, and poor control of movement. From the literature reviewed, 
most of the studies have been conducted in the medical and psychology elds, where typically 
statistical tools are used to investigate the relationship between the disease and each of the 
variables taken into account to describe the patients’ handwriting. Moving from these con-
sideration, we present the preliminary results of a study in which an experimental protocol 
(including copy of words, letters and sentence task) has been used to assess both kinematic 
and pressure features of on-line handwritings and drawings. Such features have been used to 
implement a classication system for detecting people aected by AD. The obtained results are 
very encouraging and seem to conrm the hypothesis that machine learning-based analysis of
handwriting can be protably used to support AD diagnosis.
Keywords: Alzheimer’s Disease Diagnosis, Handwriting Analysis, Classication Algorithms.

1. INTRODUCTION

Many people in the world suer from neurodegenerative diseases (ND), which are becoming 
increasingly common and for which it is estimated that their incidence on the world popula-
tion will grow signicantly in the coming years. In this eld Alzheimers disease (AD) is the most 
prevalent brain neurodegenerative disorder, progressing to severe cognitive impairment and 
loss of autonomy in older people (Jelic et al., 1988; Price, 2000; Kang et al., 2015). Unfortu-
nately most of these diseases cannot be cured, but their progression can be signicantly delayed 
if they are diagnosed in a very preventive manner, before their eects become evident from a 
cognitive or neuromotor point of view. Criteria for clinical diagnosis of AD were proposed 
in 1984 (McKhann et al., 1984) by the National Institute of Neurological and Communicative 
Disorders and Stroke (NINCDS) and by the Alzheimers Disease and Related Disorders As-
sociation (ADRDA). According to these criteria, the diagnosis of AD needs histopathologic 
conrmation (i.e., microscopic examination of brain tissue) in autopsy or biopsy (Babiloni et 
al., 2016). Nonetheless, an early diagnosis would greatly improve the eectiveness of available 
treatments: this aspect explains the growing scientic interest in the study of early diagnosis 
methods, which still represent a very challenging task.
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To date, clinical diagnosis of neurodegenerative diseases are performed by physicians and 
may be supported by tools such as imaging (e.g. magnetic resonance imaging), blood tests and 
lumbar puncture (spinal tap). Recently, researchers have showed that the patients aected by 
these diseases exhibit alterations in the spatial organization and poor control of movements. 
This implies that, at least in principle, some diagnostic signs of AD should be detectable by 
motor tasks. In this context, alterations in the ability of writing are considered very signicant, 
since writing skill is the result of complex interactions between the biomechanical parts (arm, 
wrist, hand, etc.) and the control and memorization part of the elementary motor sequences 
used by each individual to produce the handwritten traces (Tseng & Cermak, 1993).
For example, in the clinical course of AD, dysgraphia occurs both during the initial phase, 
and in the progression of the disorder (Yan et al., 2008). The alterations in the form and in the 
characteristics of handwriting can therefore be indicative of the onset of neurodegenerative 
disorders, helping physicians to make an early diagnosis. In this eld many published studies 
have been conducted in the areas of medicine and psychology, where typically standard sta-
tistical tools (with ANOVA and MANOVA analysis) are used to investigate the relationship 
between the disease and the variables taken into account to describe a patients handwriting. 
Conversely, as we have shown in (De Stefano et al., 2018), few studies have been published, 
which use classication algorithms to detect people aected by AD from their handwriting.
Moving from these considerations, in previous studies we tried to analyse the correlation 
between onset and progression of AD, and writing deterioration in order to develop sim-
ple and eective systems for supporting AD diagnosis. To this purpose, we proposed (Cilia 
et al., 2018) a protocol consisting of 25 tasks (copy, reverse copy, free writing, drawing etc.) 
to verify the impact of dierent tasks and dierent motor skills on AD patient performance. In 
this paper we present the results of a preliminary study in which we have considered only 
a subset of the tasks included in the above protocol, collecting the data produced by 130 
subjects with a graphic tablet. The rationale of our approach is twofold: on one hand, to as-
ses the kinematic and pressure properties of handwritings by using some standard features 
proposed in the literature (De Stefano et al., 2018), such as Pressure, Velocity, Acceleration, 
and Jerk, both on-paper and on-air traits. On the other hand, to test the discriminative power 
of such features to distinguish patients from healthy controls: for this last task we considered 
two eective and widely used classication methods, namely Random Forest and decision trees. 
The obtained results are very encouraging and seem to conrm the hypothesis that machine 
learning-based analysis of handwriting can be protably used to support the diagnosis of AD.

2. MATERIALS AND METHODS

In the following subsections, the dataset collection procedure and the protocol designed for 
collecting handwriting samples, are detailed.

2.1 Dataset collection
The 130 subjects who participated to the experiments, namely 66 AD patients and 64 healthy 
controls, were recruited with the support of the geriatric ward, Alzheimer unit, of the “Fed-
erico II” hospital in Naples. As concerns the recruiting criteria, we took into account clin-
ical tests (such as PET, TAC and enzymatic analyses) and standard cognitive tests (such as 
MMSE). In these tests, the cognitive abilities of the examined subject were assessed by using 
questionnaires including questions and problems in many areas, which range from orien-
tation to time and place, to registration recall. As for the healthy controls, in order to have 
a fair comparison, demographic as well as educational characteristics were considered and 
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matched with the patient group. Finally, for both patients and controls, it was necessary to 
check whether they were on therapy or not, excluding those who used psychotropic drugs or 
any other drug that could in uence their cognitive abilities.

2.2 Protocol
The aim of the protocol is to record the dynamics of the handwriting, in order to investigate 
whether there are specic features that allow us to distinguish subjects aected by the above 
mentioned diseases from healthy ones. The six tasks considered for this study are arranged in 
increasing order of diculty, in terms of cognitive functions required (see table 1). Their goal 
is to test the patients abilities in repeating complex graphic gestures, which have a semantic 
meaning, such as letters and words of dierent lengths and with dierent spatial organizations. 
The description of the tasks is the following:
(1) In the rst task the subjects must copy three letters. The letters (l, m, p) were chosen so that 
they had dierent graphic composition and presented ascender and descender in the stroke 
(Werner et al., 2006; Lambert et al., 2007). The copy tasks allow to compare the variations of 
the writing respect to dierent stimuli.
(2) The second task consists in copying four letters (n, l, o and g) on adjacent rows. The aim of 
the cues is to test the spatial organization abilities of the subject (Onofri et al., 2013).
(3-4) The task 3 and 4 require the participants to write continuously for four times, in cursive, 
the letter l and the bigram le, respectively (Slavin et al., 1999; Impedovo & Pirlo, 2018). These 
letters have been chosen because they have variable heights, can be done with a single con-
tinuous stroke and contain ascenders, descenders and loops. These characteristics allow the 
testing of the motion control alternation.
(5-6) The tasks 5 and 6 implies word copying, which is the most explored activity in the anal-
ysis of hand- writing for individuals with cognitive impairment (Onofri et al., 2015; Werner et 
al., 2006; Impedovo & Pirlo, 2018). These tasks, involving dierent pen-ups, allow the analysis 
of air movements, which it is know to be altered in the AD patients. Moreover, to observe the 
variation of the spatial organization, we have introduced the copy of the same word without 
or with a cue. We have chosen the words foglio (sheet in English) because it contains several 
ascenders and descenders and allows testing ne motor control capabilities.

Furthermore, in order to evaluate patient responses under dierent fatigue conditions, these 
tasks should be provided by varying their intensity and duration.

Table 1. The tasks.
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2.3 Segmentation and feature extraction
The features extracted during the handwriting process have been exploited to investigate the 
presence of neurodegenerative diseases in the examined subjects. We used the MovAlyzer 
tool to process the handwritten trace, considering both on-paper and on-air traits. Their seg-
mentation in elementary strokes was obtained by assuming as segmentation points both pen 
up and pen down, as well as the zero crossing of the vertical velocity prole. The feature values 
were computed for each stroke and averaged over all the strokes relative to a single task: we 
considered for each feature both the mean value and the maximum value for that task. Note 
that, as suggested in (Werner et al., 2006), we have separately computed the features over 
on-paper and on-air traits, because the literature shows signicant dierences in motor perfor-
mance in these two conditions.
Summarizing, in our experiments we have obtained the following features for each consid-
ered task, separately computed for both on-paper and on-air traits: (i) Number of Strokes; 
(ii) Absolute Jerk, that is the Root Mean Square (RMS) value of the jerk across all the strokes 
(the jerk is dened as the third derivative of the movement); (iii) Average Pen Pressure; (iv) 
Peak Vertical Velocity, that is the maximum of vertical velocity values; (v) Peak Vertical Ac-
celeration, namely the maximum value of vertical acceleration values; (vi) Average Vertical 
Velocity; (vii) Age of the subject; (viii) Education level of the subject.

3. EXPERIMENTAL RESULTS

We designed the experiments organizing the data in three groups: data obtained by extracting 
on paper features, data related to on air features and data including both types of features. 
Thus, for each task, we generated three dierent datasets, each relative to one of the above 
groups and containing the samples derived for the 130 subjects. As for the classication phase, 
we used two dierent classication schemes, namely the Random Forest (RF) and the Decision 
Trees (DT) with J48 algorithm. For both of them, 500 iterations were performed and a 5 
fold validation strategy was considered. In practice, according to this strategy, we divided the 
whole data set into ve subsets of equal size, and performed ve experiments using each time a 
dierent subset for evaluating the results, and the remaining ones for the training.
Finally, we averaged the results of these experiments. The tables shown below summarize the 
values of Recognition Rate (RR) and False Negative Rate (FNR) for each task. In each table, 
the rst column reports the types of features used, the second one the classier employed, while 
the following columns report, for each task, the value of RR and FNR, respectively. The False 
Negative Rate is very relevant in medical diagnosis applications, since it indicates the ability of 
correctly identifying the patients, thus allowing their inclusion in the appropriate therapeutic 
pathway. The preliminary results seem to encourage use of classication algorithms to diagnose 
of AD. From the tables shown below (Tables 2-4) we can point out that: rstly, for each task the 
maximum value (in bold) of the recognition rate is over 70%, reaching the best value in the 
fth task equal to 76.57%. Secondly, we can observe that, in the large majority of cases, emerges 
a better classication using the RF classier compared to DT. This is easily justiable considering 
that Random Forest, unlike DT, is an ensemble of classiers. However, as reported in the last 
column, FNR is lower using DT classier in most of the cases. In particular, the best result of 
FNR occurs using on-paper features in the second task, with a value equal to 8.82%.

4. CONCLUSIONS AND OPEN ISSUES

In this paper, we presented a novel solution for early diagnosis of Alzheimer disease by ana-
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lyzing features extracted from handwriting. The preliminary results obtained are encouraging 
and the work is in progress to increase general performance. The next steps to be taken will 
include: combination of all tasks taken into account in a suitable way (the task itself can be 
used as a new feature) (De Stefano et al., 2011; Cordella et al., 2013); introduction of a reject 
option in order to reduce false negative rate; introduction of new features evaluated on slant, 
loop surface, horizontal size and vertical size, etc; reduction of the unbalancing dataset caused 
by diculties in recruiting young patients and old people without any cognitive disease.

Table 2. Classication results of tasks 1 and 2.

Table 3. Classication results of tasks 3 and 4.

Table 4. Classication results of tasks 5 and 6.
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Abstract - Early detection of Alzheimer’s disease is essential in order to initiate therapies that 
can reduce the eects of the disease, extending the life expectancy of the patients. It has been 
shown that early signs are identiable in handwriting. In recent years many studies have tried 
to use classication algorithms as decision support systems for the diagnosis of Alzheimer. In 
this work we are going to present an approach based on dierent CNNs trained on ImageNet 
and applied to synthetic images obtained from a dataset including handwriting and drawing 
samples of about 150 subjects. The data were collected according to an experimental protocol 
which includes copy of words, letters and sentences as well as graphic tasks. In this study, 
we considered two graphic tasks, whose objective is to test the patient’s ability in drawing 
circles, scaled in two dimensions. In the two tasks, subjects were asked to trace four times 
a circle continuously (i.e. without pen-ups). The trajectories of the handwriting have been 
transformed into images where the three RGB channels, representing pressure, velocity and 
jerk, respectively, have been encoded as colour intensities. The preliminary results (Recogni-
tion Rate 75.17% and False Negative Rate 17.23%) are very promising and seem to encourage 
the use of Deep Learning systems to support AD diagnoses.
Keywords: Deep Transfer Learning, Alzheimer’s disease, Convolutional Neural Network.

1. INTRODUCTION

Early detection of Alzheimer’s disease is essential in order to initiate therapies that can reduce 
the eects of the disease, extending the life expectancy of the patients. It has been shown that 
early signs are identiable in handwriting (De Stefano et al., 2018). So far, however, a standard 
experimental protocol, composed of an ensemble of handwriting tasks the subjects should 
perform and a well-designed data set, large enough to allow an eective training of machine 
learning techniques, are missing. To solve some of these issues, we suggested in (Cilia et al., 
2018) a protocol consisting of 25 tasks to analyse the impact of dierent motor skills on AD 
patients’ performance. The aim of this protocol is to record the dynamics of the handwriting, 
in order to investigate whether there are specic features that allow us to distinguish the sub-
jects aected by the above mentioned diseases from the healthy ones. Moreover, in (Cilia et al., 
2019) we selected a subset of these tasks and tested 154 subjects (both patients and healthy 
controls) employing four classication algorithms. The nine tasks considered in such study 
were arranged in increasing order of diculty, in terms of the cognitive functions required, 
with the goal of testing patients abilities in repeating complex graphic gestures, which have a 
semantic meaning, such as letters and words of dierent lengths and with dierent spatial organ-
izations. The encouraging results shown in both studies have led us to exploit the information 
derived from the above data applying new techniques to dierentiate research methods and to 
get better performance.
On the other hand, in recent years, the use of Deep Neural Networks (DNN) is becoming 
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increasingly widespread, both for their performances and for their capability of automatically 
extracting features from raw data, without a real feature engineering phase. It is possible to 
identify many scientic papers that use Deep techniques for handwriting analysis and often the 
approach is based on a Convolutional Neural Network (CNN), that is a particular DNN able 
to directly analyse images (LeCun & Bengio, 1995)) In the context of medical images datasets, 
one of the main problems is the high cost of data acquisition that leads to relative small size 
sets of labelled data. For this reason it is very dicult to employ DNN because very large data-
sets are needed for their training. Taking into account these considerations, more and more 
often, the Transfer Learning (TL) technique is adopted (Bria et al., 2018). In TL the starting 
point of the training phase is not a newly initialized network, but a network pre-trained on 
generic problems characterized by a very large set of data in terms of both samples and class-
es. The use of TL typically requires to modify the network structure by changing the number 
of outputs or, in some cases, substituting the selected classier with a dierent one. While TL 
can be considered as a dierent method for network initialization, the CNN can be considered 
as an initialization that includes the capability to extract a set of generalized features from 
images. This process typically consists in rening the training performed on a generic database 
like ImageNet by applying the following two steps: i) the so-called transfer learning, where 
the classier dened in the last layers is redened and then retrained; ii) the so-called ne tuning,
where the convolutional section is partially or totally re-trained and the classication section 
restarts from the parameters evaluated during the step i).

In this work we present an approach based on dierent CNNs trained on ImageNet and applied 
to synthetic images generated from the dataset employed in (Cilia et al., 2018). In particular, 
we considered the data derived from two graphic tasks, whose objective is to test the patients 
ability in drawing circles, scaled in two dimensions. In these tasks, subjects are asked to trace 
a circle continuously for four times. The circle diameter is 6 cm for the rst task and 3 cm for 
the second task (see gure 1). The reason why we have included these tasks in the protocol can 
be found in (Schröter et al., 2003). In this study, we assume that that the writing frequency and 
the number of changes in direction and speed are good indicators of the automatism of move-
ments, whereas the velocity variance measures regularity and coordination of sequences of 
movements. As concerns the smaller circle, we state that changing the size of the circle results 
in a re-adaptation of the motor control. We also considered the ability of CNNs to recognize 
the form of the object and we have chosen the tasks that have a xed form (with spatial cue) in 
order to decrease the variability among traits of the subjects. These features has been prelimi-
nary chosen because they are candidate to give the best performance, as shown in (De Stefano 
et al., 2018) in which dierent non-deep classier are presented. The written data were collected 
by using the WACOM Bamboo Folio graphic tablet, which allowed the subjects to write on 
standard A4 white sheets using a seemingly normal pen: such a pen produces both the ink 
trace on the sheet and the digital information, which are recorded on the tablet in the form of 
spatial coordinates and pressure for each point (x, y and z), acquired at a frequency of 200 Hz.

The tablet also records the in-air movements (up to a maximum of three centimetres in 
height). Under these conditions, the subject is not supposed to change his natural writing 
movements as it happens, for instance, when the writing is produced using an electronic sty-
lus on the surface of a tablet. The 154 subjects who participated in the experiments, namely 
85 Alzheimer Disease (Positive) patients and 69 Healthy Controls (Negative), were recruited 
with the support of the geriatric ward, Alzheimer unit, of the Federico II hospital in Naples. 
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As concerns the recruiting criteria, we took into account clinical tests (such as PET, TAC and 
enzymatic analysis) and standard cognitive tests (such as MMSE). Starting from the acquired 
traits and thanks to the Movalyzer software, several features characterizing the graphic traits, 
such as acceleration, velocity, slant, jerk, etc, have been calculated. The trajectories of the 
handwriting have been transformed into images where the three RGB channels represent-
ing velocity, jerk and pressure features have been encoded as color intensities. In the next 
paragraph, we are going to better explain how all the images have been created. In the third 
paragraph we will describe the four adopted models and in the nal paragraph we are going to 
show the results of employed deep learning techniques.

2. DATASET CREATION

From the acquisition phase the trajectories of handwriting, in terms of x, y coordinates, are 
available. For each acquired point a third information representing the pressure (coordinate 
z), is also provided. From these coordinates, we have calculated velocity v and jerk j features. 
Synthetic images have been generated starting from these values by considering: i) x, y as 
vertices of a polygonal (a curve); ii) z, v and j as RGB color components, respectively. Taking 
into account that each model automatically resize the input images to 256x256 for VGG19, 
224x224 for ResNet50, 299x299 for InceptionV3 and InceptionResNetV2 respectively, the x, 
y coordinates have been resized into the range [0, 299] image by image, in order to provide 
ex ante images of suitable size and minimize the loss of information related to possible zoom 
in/out. 
z, v and j have been normalized into the range [0, 255] so to match the standard 0-255 color 
scale by considering the minimum and the maximum value on the entire training set for these 
three quantities. An Example of a trait generated from these images is reported in Fig. 2. In 
the gure the colour of the rst trait corresponds to the triplet (z=127, v=127, j=0), while that of 
the second one to the triplet (z=127, v=127, j=127).

Fig. 1. Example of generated images: a) and b) are an examples of task 1 (Negative and Positive); c) and d) are an 
example of task 2 (Negative and Positive).

Fig. 2. Example of color encoding for the traits generation.
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The data were produced by 154 subjects, each performing the 2 tasks illustrated in subsection 
1. The training phase was conducted by using a validation set in order to reduce or avoid over-
tting of the network on training set. A 5-fold validation strategy has been considered where 
for each fold we included 70% of images for training, 10% for validation and 20% for test set.

3. TRAINING OF THE ADOPTED NETWORK

Deep transfer learning is becoming very popular in image classication problems and dier-
ent CNN trained on public datasets like ImageNet (Deng et al., 2009) have obtained year 
by year the highest classication performance. In this paper four models have been adopted: 
VGG19 (Simonyan & Zisserman, 2015), ResNet50 (He et al., 2016), InceptionV3 (Szegedy et 
al., 2016b), InceptionResNetV2 (Szegedy et al., 2016a).
These models evolved in two dierent ways: the rst by introducing new structural elements 
(inception, residual, dropout); the second by increasing the number of layers. Consequently 
the number of parameters has been increased from 25 millions in VGG19 to 62 millions in 
InceptionResNetV2 (see Table 3.) and the number of layers has grown from the 19 of VGG to 
some hundred of InceptionResNetV2.
Generally speaking a CNN is composed of two parts: convolutional and classication. The rst 
part is conceived for feature extraction (FE) directly from images, while the second part for 
the classication (C).
The training of the network for each fold have been completed in two steps: Transfer Learning 
(TL) and Fine Tuning (FT). During the TL step, all the parameters of the FE part are frozen 
(see Table 3.) whereas the parameters of the classier C are randomly initialized and trained. 
During the FT step, both parts (FE and C) are involved in training and all the parameters are 
unfrozen (see Table 3.). The FT assumes that the parameters are initialized: with the ImageNet 
training for FE section, while the C module is initialized with values obtained during the pre-
vious TL step. In all adopted models, the original C layer has been replaced with a Multi-Layer 
Perceptron with two hidden layers instead of one, with 2048 neurons and a dropout between 
them. This replacement try to deal with the very dierent application domains (from ImageN-
et to Alzheimer’s disease) with an increased complexity. This architecture has been assessed 
with a preliminary experimental phase by minimizing the mean Recognition Rate (RR) of all 
models for TL and selecting the following settings and hyper-parameters:
• Stochastic Gradient Descent (SGD) with learning rate = 0:001, momentum = 0:9;
• Batch size 16. Number of images from training set considered in each iteration.
• Max epochs equal to 2; 000. One epoch is one pass on the entire training set and contains

a number of iterations equal to (trainingsetsize)=batch.
• Patience (a limits for epochs if validation loss does not improve for a while) equal to 200;
• RR (Accuracy) as a measure of performance.

Table 1. Number of parameters for the adopted models in “Transfer Learning” and “Fine Tuning” congurations.
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4. RESULTS

The experiments were performed by using an Intel Core i7-7700 CPU @ 3.60 GHz 32GB of 
RAM with a GPU Titan Xp. In terms of framework, we used Keras 2.2.2 with TensorFlow 
1.10.0 as backend. A time ranging from 2 hours to 6 hours was needed in the TL and FT phas-
es with a maximum of 6 hours on InceptionResNetV2.
Table 2 are summarized the mean values evaluated on 5 folds of RR and False Negative Rate 
(FNR) for each task. In particular, the rst column reports the type of task, the second one the 
phase (TL or FT) of system, while the following columns report, for each task, the value of RR 
and FNR, respectively, for all models employed.
The RR is dened as the number of true positives (TP) and true negatives (TN) divided by the 
number of all samples. A TP or TN is a sample that the algorithm correctly classied as Posi-
tive or Negative, respectively. A false positive (FP) or false negative (FN), on the other hand, 
is a sample that the algorithm incorrectly classied. For example, if the algorithm classied a 
Negative sample as Positive, it would be a FP. The FN instead is an error in which a result im-
properly indicates no presence of disease (the result is Negative), when in reality it is present.
From the Table 2 we can point out that: rstly, for each task the maximum value (in bold) of RR 
is over 70% using the four models, reaching peaks in second task, exhibiting values of about 
75% employing ResNet50. Secondly, we can observe that, on average, the ResNet50 model 
provides better results both in RR and in FRN. This outcome is in good accordance with the 
theory, considering that smaller networks show better results when the dataset is small. In 
other words, the absence of the inception module both in the VGG19 and ResNet50 models, 
as well as their reduced size in term of parameters, could represent the cause of the best per-
formance considering the small size of the dataset.
As regards the tasks, we can claim that the second task shows high performance both in RR 
and in FNR.

5. CONCLUSIONS
In this paper, we presented a novel solution for diagnosis of Alzheimer Disease by analyzing 
the images extracted from handwriting. The preliminary results are very promising and they 
seem to encourage the use of Deep Learning systems to support AD diagnoses. Currently, 
there are no analogous systems in the literature, which use deep type techniques for the diag-
nosis of Alzheimers disease from handwriting.
This means that this system represents the current state of the art in the eld at moment. The 
work is in progress to increase general performance and, in the next step, using the same 
approach, we will extent the dataset, including other images acquired with the same protocol.
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Abstract - Methods and tools for automatic diagnosis of Parkinson’s disease adopting ma-
chine learning techniques exhibit impressive performance, but they are achieved by very so-
phisticated algorithms whose internal functioning hides both the features that are deemed as 
relevant for the purpose and the criteria by which the features are compared to reach the final 
decision. Such systems are perceived by the intended user as black-box to be trusted, without 
anyone able to account for their behaviour, and this is one of the main obstacles to their adop-
tion in daily practice. In such a context we address the problem of managing the tradeoff be-
tween performance and explainability once the design is driven by the latter. For the purpose, 
we consider as machine learning tool the decision tree, as it provides the decision criteria in 
terms of both the features which are actually useful for the purpose among the available ones 
and how their values are used to reach the final decision, thus favouring explainability. On 
the other side, we consider the random forest, which is among the top performing machine 
learning tool, but whose decision criteria for both selecting the features and using then for the 
comparison are hidden into its internal structure. The performance of the two approaches has 
been evaluated on a public dataset, and the results show that the system based on the decision 
tree achieves comparable or better results on discriminating Parkinson’s disease patients from 
healthy subjects in comparison with the random forest while providing a plain description of 
the decision criteria in terms of the observed features and their values.

1. INTRODUCTION

Parkinson’s disease (PD) is a neurodegenerative disorder that affects dopaminergic neurons 
in the Basal Ganglia, whose death causes several motor and cognitive symptoms. PD patients 
show impaired ability in controlling movements and disruption in the execution of everyday 
skills, due to postural instability, onset of tremors, stiffness and bradykinesia (1-4).
In the last decades the analysis of handwriting (or, more in general, the analysis of hand-
written production) has bring many insights for uncovering the processes occurring during 
both physiological and pathological conditions (5-7) and providing a non-invasive method 
for evaluating the stage of the disease (8).
In the field of graphonomics and pattern recognition, many studies proposed different AI 
based approaches for the automatic identification of tremor and micrographia phenomena 
in handwriting for supplying useful information to the clinician. A variety of tests have been 
proposed, requiring the subject to write simple letters patterns, geometric figures and so on, 
but it has been shown that the most suitable ones are those requiring the drawing of geometric 
shapes such as spirals and meanders with or without a reference pattern printed on the paper 
(Zham at al., 2017). Following these suggestions, Pereira and his collaborators have collected 
the NewHandPd data set, which include both off-line images and on-line signals of the traces  
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produced by the subjects while drawing 4 samples of spirals and 4 samples of meanders 
(Pereira et al., 2016). A variety of top performing machine learning algorithms, such as Con-
volutional Neural Networks (CNN), Support Vector Machine (SVM), Optimal Path Finder 
(OPF), Random Forest (RF) and Restricted Boltzman Machines (RBM) have been evaluated 
on both off-line samples and on-line samples, and the results show high level of accuracy in 
discriminating between samples produced by PD patients from those produced by healthy 
subjects, with the CNN achieving an accuracy greater than 87% on on-line samples (Pereira 
et al., 2016; Pereira et al., 2017).
The high level of accuracy exhibited by those methods, however, it is achieved by adopting 
algorithms whose internal functioning hides both the features that are deemed as relevant for 
the purpose and the criteria by which the features are compared to reach the final decision. 
They are perceived as black-box, whose decision criteria are inscrutable and therefore cannot 
be judged in clinical terms. It is not surprising, therefore, that their adoption as diagnostic 
tool is seriously questioned by the clinicians.
To overcome these drawbacks, we propose to approach the design of these tools having in 
mind the explainability of their functioning first, and then the overall performance. Along 
this line of thoughts, we propose to adopt two decision trees as the machine learning tool for 
deriving the decision criteria for spirals and meanders and a method to combine their out-
puts for making the final decision. The former assumption favours the understanding of the 
decision criteria, as they are represented in terms of if-then rules as in diagnostic process the 
clinicians are familiar with, while the latter is meant to improve the overall performance by 
combining the outputs of the decision trees on multiple samples of the same subject.
In the remaining of the paper, Section 2 describe the architecture of the tool we have devel-
oped and the main feature of its components, while Section 3 describes the experiments we 
have designed and performed for the automatic learning of the decision trees and reports the 
results obtained in terms of both sample classification, for comparison with the state of the 
art methods, and patient discrimination, as to show to which extent the proposed tool can be 
used by clinicians in their daily practice. Eventually, in the conclusion, we summarize the work 
that has been done, discuss the experimental results and outline our future investigations.

2. THE PROPOSED ARCHITECTURE

The architecture envisages an ensemble of classifiers, where each classifier is implemented by 
a Decision Tree (DT) aimed at discriminating the samples produced by each PD patients from 
those by healthy subjects. In particular, we use two different classifiers, the first one learned on 
spirals and the second one on meanders.

Figure 1. The proposed architecture. n represent to the number of tasks administered to each subject.
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During the learning phase the samples of the Training set are provided to the classifier, and a 
DT is learned for discriminating between samples by PD patients and healthy subject (Sample 
classification). Once the learning phase is accomplished, the samples of both the spirals and 
meanders of a testing subject are provided to each classifier and the final decision is taken ac-
cording to the majority vote rule (Patient classification). Figure 1 shows the whole architecture 
of the proposed approach.

3. EXPERIMENTS

The evaluate the performance of the proposed approach in providing explainable yet effective 
solutions, we performed a sample classification and a patient classification experiments, as 
described below.

3.1 The dataset
NewHandPD dataset contains handwritten data collected from graphical tests performed by 
31 PD patients and 35 healthy subjects. Each subject produced 4 samples of spirals and me-
anders, and from each sample 9 features, reported in Table 1, were extracted. As a result, the 
dataset is composed of 264 spirals and 264 meanders drawn by the participants following a 
printed template on paper with a pen. As a consequence, we have two unbalanced datasets, 
i.e., spirals and meanders, each of which is composed of 124 samples belonging to PD patients 
and 140 belonging to healthy subjects. Figure 1 shows, together on one sample, the two main 
geometric entities, namely the distance between the centre of the template and the template/
written trace (ET/HT radius), from which all the features are computed. Following (Pereira et 
al., 2016), we divided the dataset into a Training set and a Test set made of 75% and 25% of the 
original dataset, respectively, in such a way as to maintain the relative occurrence of patients 
and healthy subjects.

3.2 Sample classification
In this experiment, we adopted a cross-validation procedure 
with 20 runs: at each run, samples were shaffled between 
training and test set in such a way to preserve the distribution 
among the subjects. In each run, the samples of the Testing 

Table 1. NewHandPD data set: the features list (HT: handwritten trace, ET: example template).

Figure 2. The feature extraction process for a spiral. The blue line is the 
ET, while the red line is the HT. The arrows indicate the radii for both ET 
and HT, the white circles indicate the intersection of a radius with the ET 
and the HT traces and the red circle represents the center of the ET. In 
order to compute all the features, the radius is shifted by using a predefined 
spanning angle.
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set were provided to the appropriate classifier and its output compared with the ground truth. 
From such a comparison we compute accuracy, sensitivity and specificity, the performance 
measures commonly adopted in medical test evaluation. For the sake of comparison with 
state-of-the-art methods, the accuracy, the sensitivity and the specificity were averaged over 
runs and compared with those obtained with four different algorithms, namely SVM, RF, OPF 
and CNN used in (Pereira et al., 2016). Table 2 reports the results obtained. They show that, as 
expected, CNN exhibits the highest accuracy, while RF, SVM and DT exhibits lower and very 
similar accuracy. However, it should be pointed out that none of the classifiers achieves the 
best performance on all the measure, and that only two of the best performance is bigger than 
90%, which is the threshold above which a test is deemed as highly reliable. They also show all 
the classifiers perform better on meanders than on spirals.

In order to understand the results provided by the DT, we have performed an analysis of its 
performance sampleby-sample: quite interestingly, we found that the fourth sample drawn 
by the subjects was responsible for most of the errors. We believe that psychomotor factors 
like tiredness (in case of PD patients) and boredom (in healthy subjects) had some influence 
on the subjects attention toward the end of the test. For this reason, the last sample produced 
by each subject was removed from the Test set before performing the patient classification 
experiment.

3.3 Patient classification
In this experiment, we replicated the clinical scenario, in which the test is administered to 
a subject that did not contribute to the learning phase. To implement such a scenario, we 
adopt a 20-fold validation procedure, as in the previous experiment. In each run, however, 
we removed from the training set the samples produced by a subject, performed the learning 
phase for building the classifiers, and then used them to classify the subject samples, as in the 
previous experiment. Eventually, we adopt a majority vote to combine the output of the two 
classifiers on the six samples for classifying the subject. Table 4 reports the final results provid-
ed by the RF and DT: the upper part of the table show the confusion matrix, the lower part the 
performance measures. In such an experiment we have considered only RF because it adopts 
the same classification paradigm as DT, but because it aims at maximizing the performance, it 
builds many DTs instead of one, so that it is extremely difficult to check the criteria adopeted 
for the final classification, as the DT to be considered depends on the features values and there 
is no way to figure out why many trees were built. Surprisingly, DT performs better than RF, 
while the overall performance of both the classifiers is much higher with respect to the one 
provided by the same classifiers using the Sample classification approach. Even more impor-
tant, they show that the proposed architecture allows to implement a highly reliable test, as all 
the performance measure exceeds 90%.

Table 2. Sample-classification on Meanders and Spirals: best performance is in bold. Values are in percentage.
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4. CONCLUSIONS

We have presented a method for discriminating between PD patients and healthy subjects by 
analysing their drawings of spirals and meanders. The experimental results show that, accord-
ing to a procedure that mimic the clinical scenario, the proposed architecture leads to a test 
whose results are considered highly credible with respect to the current standards in medical 
test evaluation. Moreover, and even more important, they show that the results are achieved by 
selecting among the repertoire of machine learning approaches the decision tree, which is not 
the most performing one in classification problem, but offers the advantage of formalizing the 
decision process in terms of if-then rules chaining, so as to mimic very closely the inference  
process of medical diagnosis. All together, the results reported above, suggest that the  
proposed approach may be more easily adopted in daily clinical routine, as it is reliable and its 
decisions can be understood, and therefore evaluated, by the clinician for the final assessing 
of the case. 
As the findings of this study have been obtained by using a dataset that contains samples  
produced by a population of about 30 subjects for each class, our current efforts are devoted to 
collect samples from larger populations in collaboration with two medical institutions. These 
samples will constitute the next Test set we will use for a further assessment of the system 
performance.

Table 3. The results provided by RF and DT for the Patient classification experiment. Upper subtable: confusion 
matrix; lower subtable: performance measures
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Abstract - Alzheimer’s disease (AD) is the most prevalent brain neuro-degenerative disorder, 
which leads to severe cognitive impairment and loss of autonomy (i.e., dementia) in old age. 
Unfortunately, these diseases cannot be cured, but an early diagnosis can help to better man-
age their symptoms and their evolution. These aspects explain the importance of developing 
support systems for the early diagnosis of neurodegenarative diseases. Handwriting is one 
of the abilities that is aected by AD. For this reason, researchers have also investigated the 
possibility of using handwriting alterations caused by AD as diagnostic signs. In this paper we 
present a review of the literature of writing protocols for supporting the diagnosis of Alzheim-
er’s and mild cognitive impairments (MCI). We also detailed the most common and eective 
features previously used in the literature to represent handwriting dynamics of the subjects 
aected. Finally, open issues are also discussed to identify promising areas for future research.
Keywords: Alzheimer’s Disease Diagnosis, Clinical Protocols, Handwriting Analysis.

1. INTRODUCTION

Since handwriting results from a complex network of cognitive skills, such as visual percep-
tion, motor planning and coordination abilities, AD causes signicant changes in writing per-
formance (Kandel et al., 2000). Trying to understand the dimension of the phenomenon, 
many researchers have used dierent approaches, such as neuroimaging and intra-cranial reg-
istrations, clinical treatments, etc. However, the writing process can show diagnostic signs 
(Neils-Strunjas et al., 2006). Handwriting diculties were already reported by Alois Alzheimer 
in 1907 (Lambert et al., 2007) when he observed that patients reduplicated the same syllables 
and forgot others. Recently, several studies have analysed the writing process dynamics to 
identify and monitor AD, revealing that writing, persevering, substitutions, misalignments 
of strokes, link and spacing errors indicate deterioration of ne motor skills and coordination 
(Hayashi et al., 2011; Renier et al., 2016; Fernandes & Lopes Lima, 2017). In the literature 
reviewed, we found three review papers focusing on the handwriting analysis of AD patients 
(Croisile, 1999, 2005; Neils-Strunjas et al., 2006). (Croisile, 1999) reviewed some experimen-
tal works, and found that, in AD patients, writing disorders are more severe than language 
diculties, as can be seen in written descriptions of complex pictures and in lexical spelling. 
He also claims that spatial organization of handwriting is rapidly affected and therefore AD 
patients have mild diculties in maintaining a straight horizontal writing line, also leaving 
unnecessary gaps between words and letters. He concluded by saying that agraphia in AD 
patients is related to a disruption in the anatomic-functional cerebral network designed for 
writing processes, mainly in the parietal regions. The same author published a new and more 
extensive review in 2005 (Croisile, 2005). This review aimed to compare the handwriting 
anomalies due to ageing with those related to AD. The author reports that elderly people raise 
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their pens less often, also the pressure and width of writing decrease with age. As for people 
aected by AD, he reports that their handwriting gets progressively disorganized during the 
disease, whereas their spelling is altered by regularization errors which are evidence of lexical 
agraphia. The author concludes that agraphia of Alzheimer’s disease comes from a progressive 
disorganization of the various components of language and writing, owing to brain lesions in 
several associative areas (parietal, temporal, occipital and frontal regions). From the Croisile’s 
studies we can already draw some considerations about both the possible tasks to be submit-
ted and about the features to be used to analyse the traces. As regarding the tasks, he reports 
a diculty of the patients in following a straight line, and in keeping a constant dimension in 
the produced traits. As we will show in the nal section, one of the tasks might require patient 
to write or copy a sentence on a line (cue). To analyse this sentence, Croisile suggests to use 
dimension of traits, number of pen up and pressure like features. 
(Neils-Strunjas et al., 2006) presented a literature review of the research investigating the na-
ture of writing impairment associated with AD. They reported that in most studies words are 
usually categorized in regular, irregular, and non-words. Orthographically regular words have 
a predictable phoneme-grapheme correspondence (e.g., cat), whereas irregular words have 
atypical phoneme-grapheme correspondences

Table 1. Summary of task and features of statistical and classication studies
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(e.g., laugh). Non-words or pseudo-words, instead, are non-meaningful pronounceable letter 
strings that conform to phoneme-grapheme conversion rules, and are often used to assess 
phonological spelling.
From the reviewed papers the authors conclude that writing impairment is heterogeneous 
in AD patients, aecting wors, sentences and discourse levels of written language production.

2. TASKS AND FEATURES OF STATISTICAL STUDIES

As shown, the idea of detecting AD by writing task is not new and, in the last few decades, 
several experimental studies have been proposed with this aim. These studies usually using 
a recording system for handwriting. However in this overview we divided these studies into 
two groups. In the rst group we included the studies that usually use statistical, or elementary, 
analysis, e.g. ANOVA and MANOVA, or compute correlation coecients to assess the statis-
tical signicance of their results. Within these groups, we have ordered them according to the 
diculty of the tasks: from those with less cognitive load to those with greater cognitive load. In 
the Table 1 the papers have been organized according to the task diculty criterion.
Starting with the rst row of Table 1, we present the studies focused on elementary graphic 
gestures. In (Bellgrove et al., 1997) two groups are considered: Dementia of Alzheimer Type 
(DAT) patients and Healthy Controls (HC). The task to be performed consisted in connect-
ing four targets, placed on a digitizing tablet, by a series of alternating horizontal drawing 
movements with a non-inking pen, in response to light stimuli. The task was executed in 
two dierent conditions: the next target was indicated before (cue condition) or after (no cue 
condition) the movement initiation. The cue condition allowed the subject to program the 
next movement, whereas the no cue condition forced the participant to reprogram the move-
ment online. The authors found that DAT patients had programming decits, taking longer to 
initiate movements, particularly in the absence of cues. (Slavin et al., 1999) asked a group of 
AD patients to write four consecutive, cursive letter ‘l’s, on a graphic tablet, with four dierent 
visual conditions. These conditions were: a baseline condition with feedback of movement 
but not of output (no ink), with the presence of external cues (lines), with no visual feedback 
of the performed movements, and with feedback of output (ink). The authors found that 
AD patients had writing strokes of signicantly less consistent lengths than controls, and were 
disproportionately impaired by reduced visual feedback. Moreover, AD patients’ strokes were 
of signicantly less consistent duration, and had signicantly less consistent peak velocity than 
controls, independently of the feedback conditions.
(Schröter et al., 2003) analysed handwriting kinematic to quantify dierences in ne hand motor 
function in patients with probable AD and MCI compared to depressed patients and healthy 
controls. The protocol consisted of two tasks: drawing concentric superimposed circles and 
drawing concentric superimposed circles simultaneously performing an additional distrac-
tion task (pressing a counting device as often as possible). The drawn circles were segmented 
into strokes, corresponding to the vertical up and down movements. The authors, used fea-
tures such as: arithmetical mean of the velocity peaks of all strokes, the standard deviation 
of the intra-individual velocity prole, writing frequency, the number of strokes per second, 
number of changes of direction of velocity and relative velocity. They found that both patients 
with MCI and patients with probable AD exhibited loss of ne motor performances and that 
the movements of AD patients were signicantly less regular than those of the healthy controls.
In the study presented in (Yan et al., 2008), instead, the patients performed four types of 
handwriting movements on a digitizer: the up-down vertical movements that required the 
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nger joint movements; the left-right horizontal movements that primarily required wrist joint 
movements; the forward-slanted and the backward slanted movements that required the co-
ordination of both nger and wrist movements. Movement time (MT) and smoothness were 
analysed between the groups of patients taken into account (probable AD, MCI and HC) and 
across the movement patterns. Kinematic proles were also compared among the groups, using 
MT and jerk as dependent measures. AD and MCI patients exhibited slower, less smooth, 
less coordinated, and less consistent handwriting movements than their healthy counterparts.
More recently, the goal of the research of (de Paula et al., 2016) was to evaluate ne motor 
dexterity performance of MCI and AD patients and to investigate its association with dierent 
aspects of activities of daily living. The subject must put nine pegs in nine holes organized 
on a small board and subsequently remove them, as fast as possible. The authors nd that 
patients with AD or multiple-domain aMCI had slower motor responses when compared 
to controls. AD patients were slower than those with single-domain aMCI. As regards the 
studies belonging to the second subgroup (second row of Table 1), they analysed the hand-
writing of dierent kind of copied, spontaneous writing or dictated words or sentences. (Platel 
et al., 1993) described the evolution of agraphic impairments in DAT patients including lex-
icosemantic disturbances at the beginning of the disease, with impairments becoming more 
and more phonological as the dementia becomes more severe. They proposed a writing test 
from dictation to 22 patients twice, with an interval of 9-12 months between the tests. They 
found that the agraphic impairment evolved through three phases in patients with AD. The 
rst one is a phase of mild impairment (with a few possible phonologically plausible errors). 
In the second phase non-phonological spelling errors predominate, phonologically plausible 
errors are fewer and the errors mostly involve irregular words and non-words. The last phase 
involves more extreme disorders that aect all types of words. They observed many alterations 
due to impaired graphic motor capacity and concluded that grapho-motor impairments come 
in addition to the lexical and phonological impairments.
The study of (Pestell et al., 2000) investigated handwriting performance on a written and oral 
spelling task. The authors selected thirty-two words from the English language: twelve regular 
words, twelve irregular words and eight non-words. The study aims to nd logical patterns in 
spelling deterioration with disease progression. The results suggested that spelling in individ-
uals with AD was impaired relative to HC but the comparison between those with mild AD 
and moderate AD failed to nd evidence of a logical pattern of deterioration.
(Luzzatti et al., 2003) used a written spelling test made up of regular words, non-words and 
words with unpredictable orthography. The purpose of the study was to test the cognitive 
deterioration from mild to moderate DAT. The authors found little correlation between dys-
graphia and dementia severity. Thus they found that the hypothesis of a progressive deterio-
ration, initially aecting semantic aspects, then lexical ones, and nally more surface abilities, 
would not appear to be generally applicable to all patients aected by AD. On the contrary, the 
data from this study conrmed that DAT is a mosaic of circumscribed cognitive decits.
In (Hayashi et al., 2011) the authors investigated the correlation between writing ability and 
regional cerebral blood  ow (rCBF) in Japanese patients with mild AD compared to control 
group, using single photon emission computed tomography (SPECT). The task consisted in 
the writing of fty words under dictation, equally divided between concrete words and abstract 
words. Through an error analysis they found that, compared with control subjects, Kana writ-
ing to dictation and copying Kanji words were preserved in AD patients, but writing to dictat-
ing Kanji words was impaired. The authors concluded that the impaired recall of Kanji words 
in early AD is related to dysfunctional cortical activity, which appears to be predominant in 
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the left frontal, parietal, and temporal regions. As for the analysis of the handwriting of simple 
words, it is worth mentioning the work of (Impedovo et al., 2014b), in which the authors in-
vestigated the handwriting kinematics of the word “mamma” (mom in Italian) in AD patients.
They motivated the choice of this word stating that it is one of the rst learned in speaking and 
writing. The authors examined the velocity proles and observed that in healthy person the 
maximum speed values were almost regular in height, whereas this regularity was strongly 
reduced at the beginning of the disease and progressively lost as the disease advanced. Also 
tasks like the copying of a shopping list or of a letter were considered. (Onofri et al., 2015) 
presented a protocol, organized in sessions performed in three days, which includes a copy of 
a shopping list and a letter. They found that on the third day there were graphic diculties and 
alterations in spatial organization accompanied by poor control of the movement.
The text appeared inconclusive, with a change between cursive and print and the tract was 
discontinuous between the letters. Recently, also signatures and spontaneous writing have 
been investigated for early diagnosis of AD. (Renier et al., 2016), for example, in their study 
recruited participants with diagnosis of MCI and with the diagnosis of initial dementia. For 
each subject they collected two samples of signature (an actual and a older one) and an extract 
of spontaneous writing. Furthermore, they administered a neuropsychological test battery to 
investigate the cognitive functions involved in decision-making. They found signicant cor-
relations between spontaneous writing indexes and neuropsychological test results but the 
index of signature deterioration did not correlate with the level of cognitive decline.
In (Fernandes & Lopes Lima, 2017), instead, the authors compared the signatures of AD pa-
tients and healthy controls. The methodology used to examine the samples of the handwritten 
signatures involved the analysis of two categories of handwriting features: general features 
(legibility, tremor and line quality, level of connection between letters, velocity, pressure, slant, 
curvature, overall dimension, spacing between words and shape and direction of the baseline) 
and constructional features (shape and letter formation, as well as unusual features in the 
letters design). These features were statistically analysed and repetitions, omissions and sub-
stitutions were observed as indications of cognitive deterioration.
It is worth noting that also (Pirlo et al., 2015) investigated how signatures are aected by AD, 
but their study is reviewed below, with the other classication studies.

Another kind of task includes naming drawings of objects, picture description, spelling of 
names and memory of words tasks (third row of Table 1). (Small & Sandhu, 2008) analysed 
the handwriting of subjects belonging to three groups: younger adults, healthy older adults, 
and older adults with AD. Participants were asked to name drawings of objects in four con-
ditions: dated unique, contemporary unique, dated common, and contemporary common. 
The results indicated that all participants named the items that were common to both ep-
isodic periods more successfully than the items unique to one period. An interaction was 
observed such that the healthy older and AD groups were more successful in retrieving names 
of objects presented in the dated compared to contemporary unique conditions, whereas the 
younger adults showed the reverse pattern.
In (Müller et al., 2017) the authors investigated movement kinematics of patients with early 
dementia due to AD, patients with amnestic mild cognitive impairment (aMCI), and cogni-
tively healthy controlì (HC). Participants were asked to copy a three-dimensional house using 
a digitizing tablet. The results showed that time-in-air diered signicantly between patients 
with aMCI, AD, and HC.
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Finally, the researches of (Groves-Wright et al., 2004) and (Onofri et al., 2013) investigates 
more complex writing tasks, requiring a high cognitive load (last row of Table 1). (Groves-
Wright et al., 2004) used parallel measures (picture description, word uency, spelling to dic-
tation, and confrontational naming) to compare verbal and written language of individuals 
with mild AD, moderate AD, and HC. The results showed that mild AD subjects diered from 
healthy controls only for verbal and written versions of the word uency task. Moderate AD 
subjects diered from mild subjects and controls for all written and verbal tasks.
(Onofri et al., 2013) presented a study with mild AD and healthy control group based on a 
protocol including mnemonic task concerning semantic knowledge and spatial and temporal 
orientation, which was a variation of Mini Mental State Examination (MMSE) test. The same 
task was repeated during the course of several days. The statistical analysis showed a marked 
deterioration in performance during the days.

2.1 Classication Studies
As previously said, in the second group we have collected the studies using classication algo-
rithms to distinguish patients aected by dementia pathologies.
The results of the studies belonging to this second group are expressed in terms of classica-
tion performances, such as recognition rate, false acceptance rate and false rejection rate. 
(Werner et al., 2006) performed kinematic measures of the handwriting process of people 
with MCI compared with those with mild AD and healthy controls. The aim was to assess the 
importance of measures for the dierentiation of the groups and to assess the characteristics 
of the handwriting process across ve dierent, functional tasks of copying. In order to assess 
the independent eect of the MMSE score and of the kinematic measures, they examined three 
separate equations. In the rst equation, they entered the MMSE score as the only independent 
variable to assess its contribution to the correct classication of the diagnostic groups. In the 
second equation, they performed a stepwise discriminant analysis to assess the relative contri-
bution of the ve kinematic measures assessed. Finally, in the third equation, they assessed the 
contribution of the MMSE score together with the kinematic variables that were found to be 
statistically signicant predictors in the second equation. The classication performances of the 
three equations considered and of the dierent tasks were computed in terms of recognition 
rate. The results showed that the kinematic measures together with the MMSE score were able 
to distinguish eectively the patients belonging to the dierent groups considered. As for the 
feature analysis, pressure and time-in-air obtained the best performances.
Also in (Impedovo et al., 2014a), the authors analysed the stability of the oine handwritten 
word “mamma” (mom in Italian) to distinguish AD patients from healthy controls. The stabil-
ity of the word was computed by splitting its image in elementary parties and measuring the 
similarity of the adjacent parts. As classication algorithm the authors adopted the Yoshimura 
approach, based on the comparison of the stability features among the sample to be recog-
nized and those of the training samples.
(Pirlo et al., 2015) presented a novel approach in which handwritten signatures were analysed 
for the early diagnosis of AD. Patients’ signatures were represented by using the Plamondon’s 
Sigma-Normal model, by means of twelve features. These features comprised, among others, 
the maximum speed of the signing divided by the time of writing, number of Log-Normal 
divided by the time and the number of peaks of the speed/time graph. The samples were 
classied by using three well-known classication algorithms: CART, bagging CART and SVM 
with linear kernel. The bagging CART outperformed signicantly both CART and the SVM 
classiers, in terms of False Acceptance Rate (FAR) and False Rejection Rate (FRR).
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Finally, the goal of the work reported in (Garre-Olmo et al., 2017) was to distinguish partici-
pants belonging to three dierent groups (AD, MCI and HC) by comparing their handwriting 
kinematics. The authors used discriminant analysis as classication algorithm and adopted a 
protocol consisting of seven tasks, which included copying and drawing tasks. In the exper-
iments, the authors, for the same task, investigated which were the most discriminating fea-
tures and the best distinguished groups. They found that: (i) discriminating features depended 
on the type of group to be discriminated; (ii) some tasks, e.g. the clock drawing test, allowed 
some groups, e.g. AD vs. MCI, to be well discriminated (100% of specicity and sensitivity).

3. CONCLUSION AND OPEN ISSUES

From the literature examined it can be observed that the largest part of the studies uses stand-
ard statistical techniques. Furthermore, the few studies that use machine learning techniques 
do not have a varied protocol (set of tasks). If we consider the Tab. 1, it is evident that the 
classication studies use tasks that fall only in the second group of tasks. However, the features 
most commonly used in the classication studies can also be extracted from the other two 
groups of tasks (1 and 3). Extending the experimental protocol and collecting the features 
coming from several possible tasks would also make it possible to expand the experimental 
dataset and consequently increase the analysis power of the classication techniques.
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An "in the moment" assessment of physiological responses  
and subjective wellbeing in a 12 week participatory choral program 

for people with a dementia

Emilie V. Brotherhood, Emma Harding, Nicholas C. Firth, Esther Jones, Paul M. Camic, 
Sebastian J. Crutch, on behalf of the Created Out of Mind research team

Abstract - We investigated in-the-moment affective and cognitive responses in people living 
with a dementia over a 12-week participatory choral program. Visual Analogue Scale (VAS) 
data were collected before and after six choir rehearsals over the 12 weeks to establish levels of 
wellbeing. Physiological data were collected shortly before, during and after the same choral 
sessions to establish relative changes in heart rate, electrodermal activity (indexing autonom-
ic arousal), skin surface temperature and movement. We observed significant increases in 
self-reported wellbeing following four sessions, with these changes being predictive of the 
differences observed in electrodermal activity during the rehearsals. Additional analyses re-
vealed that this relationship could not be accounted for by changes in movement or particular 
rehearsal sessions. The study concludes that skin conductance may be a helpful measure to 
gauge responses of people living with a dementia within a choral program, noting that the 
complexity of such an environment will warrant further data collection employing multiple 
physiological recording techniques.
Keywords: Creative arts, dementia, choral singing, physiological measures, wellbeing

1. INTRODUCTION

Choral singing has been shown to have cognitive, emotional, wellbeing, quality of life and 
social benefits for people with dementias and their caregivers in a range of studies [1] [2]. 
Studies investigating these benefits have typically captured behavioral responses to choral re-
hearsals by administering Visual Analogue Scales (VAS) and other measures before and after 
the sessions have taken place [3]. Physiological measures, which could capture in real-time 
the ever-changing demands and delights when people with a dementia engage in a choral 
singing program, may enrich the evidence-base for the use of these programs across commu-
nity-based and residential care settings [4].
Few studies have captured physiological measures, such as heart rate and skin conductance, to 
objectively quantify responses of people living with a dementia while participating in choral 
programs [5]. Variations in skin conductance, measured by changes in electrodermal activ-
ity, act as a sensitive marker of changes in autonomic arousal, which may offer some insight 
into the affective and cognitive responses to a choral program involving people living with 
a dementia [6]. Indeed, studies collecting physiological data alongside stress and wellbeing 
measures in a choral singing group in people with dementia and their caregivers have report-
ed positive initial results [7].
To date, studies into choral programs have focused on choirs comprising people living with 
dementia and their relatives accompanying the singing. This type of group composition may 
be driving, or at least contributing to, an effect on increased wellbeing and reduced stress 
during the choral sessions. Further investigation is needed to establish if these results are rep-
licable in choral programs whereby the membership is exclusively made up of people living 
with a dementia.
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This study took place alongside filming for a British Broadcasting Corporation documentary 
about a choir of people living with a diagnosis of a dementia (‘Vicky McClure: Our Dementia 
Choir’ [8]), providing a complementary scientific perspective to the narrative of how people 
living with a dementia respond to music activities.
The study used passive physiological recording of heart rate, electrodermal activity, skin tem-
perature and motion-based activity, alongside participants’ subjective self-report ratings of 
wellbeing and stress, to elucidate a richer understanding of the moment-to-moment changes 
in response to both the positive and challenging aspects of participating in a choral singing 
program where people with a dementia participated unaccompanied by their relatives.
We anticipated that the behavioral findings in this investigation would replicate previous re-
ports of higher post-choral session VAS scores across all wellbeing measures and reduced 
post-session stress reports compared with pre-session reports. We predicted a difference be-
tween the physiological responses observed in the choral session compared with the outputs 
observed 15 minutes preceding and following the choir sessions.

2. METHODS

We employed a quasi-experimental repeated-measures exploratory approach for this investi-
gation, in a naturalistic setting.

A. Participants
20 people with a diagnosis of a dementia (either Alzheimer’s Disease (AD) (n = 7), Fron-
totemporal Dementia (FTD) (n = 2), Vascular Dementia (VD) (n=1), mixed types (MTD) 
(n=6), Parkinson’s Disease Dementia (PDD) (n=1), or undefined (n=3)) volunteered to join 
the choir. All were subsequently invited by university researchers to take part in the scientific 
aspect of the documentary filming. Participants were presented with a written information 
sheet which described the project. All choir members consented to participating in writing 
(11 males). Participants’ ages were calculated on the last data collection point over 12 weeks, 
resulting in a mean overall participant age of 72.41 years (13.77). The study was approved by 
a Canterbury Christ Church University Research Ethics Committee (V:075\Ethics\2015-18) 
and adhered to British Psychological Society ethical standards.

B. Measures
Subjective wellbeing was measured using the Canterbury Wellbeing Scales (CWS), developed 
specifically for a dementia (early to middle stages) and dementia caregiver population [9]. 
This is an easily-completed VAS-style questionnaire that measures subjective ‘in-the-mo-
ment’ wellbeing across five subscales using a scale of 0-100 (happy/sad, well/unwell, interest-
ed/bored, confident/not confident and optimistic/not optimistic) in addition to a composite 
overall wellbeing score (0-500) [3]. An additional VAS to measure stress was administered 
alongside the CWS (relaxed/stressed) where higher scores indicate lower levels of stress.
Physiological data: Accelerometer (ACC), Blood Volume Pulse (BVP), infrared thermopile 
and electrodermal activity data were collected using an Empatica® E4 device. The Empatica E4 
is a discreet, unobtrusive class IIa medical device (EU (CE Cert. No. 1876/MDD (93/ 42/EEC 
Directive))) designed to acquire real-time data on measures of: motion-based activity (ACC), 
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heart rate (HR), skin temperature (TEMP) and sympathetic nervous system arousal (EDA) 
(from which levels of engagement, stress and excitement can be derived).

C. Procedure
Up to 17 participants were selected from the group at random each week to complete the 
CWS before the choral sessions (owing to number of devices available). There were minor 
fluctuations in attendance across the 12 week program owing to availability and minor illness, 
but good consistency of singers (minimum of 17 present at each rehearsal out of a total of 20 
singers involved). The Empatica E4 devices were synchronized to Unix time, and participants 
were subsequently fitted with one Empatica device on their dominant hand for 15 minutes 
to establish a baseline period before the choral session began. During the baseline period, 
participants were seated around tables and interacted with each other and relatives. The Em-
patica E4s passively recorded HR, TEMP, ACC, and EDA outputs before, during and after 
the choral sessions. No specific instructions were given by the researchers during the choral 
singing activities. Following each session, the Empatica devices continued to record physio-
logical responses for at least a further 15 minutes while participants interacted with relatives. 
The devices were then removed. Participants subsequently completed the CWS for a second 
time. This method was repeated throughout the choral program (a total of six data collection 
sessions on Weeks 1, 2, 4, 6, 8, and 10). Data were analyzed using STATA. Linear regression 
models and Wilcoxon signed-rank tests were used to interrogate the dataset and establish 
any differences between pre-session, in-session and post-session wellbeing and physiological 
measures.

3. RESULTS

A. Behavioral findings
Post-session composite wellbeing scores had a general tendency to be higher than pre-ses-
sion scores, with these values reaching Bonferroni-corrected significance (α=0.001) at Weeks 
1 (p=0.001), 4 (p<0.001), and 8 (p=0.001) (see Fig 1.). An increase in happiness levels post-re-
hearsal reached significance in all but two weeks (Week 2 (p=0.347), and Week 10 (p=0.636)). 
Overall, self-reported levels of stress followed a similar pattern to the composite wellbeing 
scores. Post-session indications of stress were significantly lower compared with pre-session 
scores at Weeks 1 (p=0.004), 4 (p=0.047), 6 (p=0.016) and 8 (p=0.002). Weeks 2 and 10 self-re-
ported stress levels pre- and post-sessions were not significantly different (p=0.979 and p=0.082 
respectively), although Week 10 showed a trend towards a decline in stress post-session.
To establish any differences in wellbeing across weeks, ranksum unmatched sample compari-
sons were generated between Week 1 vs Week 2, 4, 6, 8, 10, and Week 2 versus Week 4, 6, 8, 10. 
These comparisons revealed no significant differences, however Week 1 vs 2 post-rehearsal 
confidence showed a trend towards a decline (p=0.076).

B. Physiological findings
Separate simple linear regression models of the four types of Empatica E4 baselined, 
mean-centered values (with standard errors) for EDA, HR, ACC and TEMP were interrogat-
ed for differences across pre-session, in-session and post-session values at group level (see Fig. 
2). Across all six data collection points, EDA readings were significantly elevated in-session 
compared with pre-session (p=0.013) and post-session (p<0.001) responses. Skin tempera-
ture similarly showed a significant increase in-session compared with pre-session readings (p 



90

< 0.001), however the difference between in-session and post-session responses did not reach 
significance (p=0.750). Heart rate and motion-based activity showed an inverse pattern to the 
EDA findings, revealing significantly lower heart rate and motion-based activity in-session 
compared with pre- and post-session readings (p<0.001).

C. Physiological findings in relation to wellbeing scores
To account for potential confounds, three further linear regressions were undertaken to  

Figure 1. Overall composite CWS scores week-by-week. We observed significant increases in wellbeing following 
choral rehearsals at Weeks 1, 4 and 8. Week 6 reached significance at levels of less than α=0.05 (p = 0.007). Lower 
composite wellbeing scores were observed in Week 2, with participants reporting lower levels of interest, confidence, 
and optimism, however these pre- and post-rehearsal differences did not reach significance.

Figure 2. Heart rate (HR), electrodermal activity (EDA), temperature (TEMP) and accelerometer (ACC) readings 
before, during and after the choral rehearsals. Asterisks at the intersections of the X and Y axes indicate significant 
changes between conditions.
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analyze average EDA values during the rehearsal, controlling for session, participant and av-
erage ACC in the same time frame. There was no apparent relationship between change in 
EDA values and raw CWS composite scores taken before (p=0.21) or after (p=0.53) the re-
hearsal. However change in EDA was positively associated with change in CWS composite 
score (‘after scores’ minus ‘before scores’) (p=0.004) which does not appear to be attributable 
to any of the covariables.

4. DISCUSSION

To our knowledge, this is the first time a link between people’s subjectively rated wellbeing 
and changes in electrodermal activity response has been shown in a participatory choral pro-
gram with people living with a dementia. This is also the first publication describing physio-
logical responses of people living with a dementia in a choral program without relatives ac-
companying them throughout the songs. Significant increases in self-reported wellbeing and 
a reduction in stress following four out of the six rehearsals are in line with initial predictions 
and replicate results from previous studies.
Understanding the difference in context across the choral program sessions may explain the 
unexpected behavioral findings at Weeks 2 and 10. For example, in Week 2, a rhythmical-
ly complex and unfamiliar song was introduced to the repertoire, which may account for 
the non-significant differences in pre- and post-rehearsal scores of relaxation, interest, con-
fidence, optimism and composite wellbeing scores. Previous studies have demonstrated that 
when challenging music (e.g. singing in rounds) is introduced sensitively and slowly, these 
effects are eliminated [10]. This indicates that offering challenging music too quickly or novel 
pieces too close together may have a transient negative effect on wellbeing. While these varia-
tions in wellbeing and stress across the program were not in line with our initial predictions, 
they increase our confidence that the CWS and stress scale reports are an accurate reflec-
tion of the context and members’ experience of each choral session. Although the primary 
purpose of the study was to examine associations between subjective and objective indices 
of wellbeing within singers with dementia, future studies involving separate or co-singing 
healthy participants can examine the relative magnitude of the impact of rehearsals upon 
these psychological and physiological metrics.
Subjective wellbeing scores were a significant predictor of the increase in arousal – an objec-
tive measure, over which the participants have no control (i.e. the bigger the boost in how 
participants felt, the greater the increase in their arousal readings). The additional analyses 
indicated that these changes in EDA values were being driven by changes in arousal, due to 
the fact that the significant changes in EDA held true even when movement, individual differ-
ences and choir session number were accounted for.
One common criticism of assessing the impact of participatory creative activities in people 
living with a dementia is that increases in wellbeing are in fact driven by the nature of par-
ticipatory activities (e.g. increased opportunity for social interaction and leaving the home 
environment) rather than the activity itself. While we recognize our experimental design did 
not include a control group to explore this explicitly, our baseline and post-session intervals 
recorded physiological responses while participants were out and about with friends, family 
and relatives, with plenty of opportunity for social interaction. The fact that levels of arousal 
were higher during the choral rehearsals compared with baseline and post-session readings 
indicates that this was being driven by the music and the choir. There were no significant 
differences in either wellbeing or physiological ratings across weeks. Taken together with the 
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stronger evidence for changes in scores pre- versus post-rehearsals, this seems to support the 
primacy of in-the-moment over longer term benefits upon wellbeing for this particular choir 
group.
We recognize the potential of skin conductance to demonstrate how people living with a 
more advanced stage of dementia who are nonverbal may be responding to a choral program. 
Further replication studies are needed in populations with early-to-mid stages of dementia 
before strong evidence-based claims can be made for the overall value of choral singing for 
wellbeing in people living with a dementia, or to generalize these findings to people living 
with an advanced dementia.
Naturalistic studies of participatory choral activities involving people with a dementia give 
rise to multiple complexities. such as intra-group differences in: members’ clinical pheno-
types, theoretical music experience and preferences, and social status, as well as the recog-
nized potential influences of age, gender and socioeconomic status [11]. The advantage of the 
current study is the use of multiple measures, which improves confidence in interpreting in-
dividual responses (e.g. a relationship between EDA and subjective wellbeing). Nonetheless, 
we must remain cautious when using a handful of physiological measures to infer changes 
in complex psychological constructs within naturalistic settings [12]. Combining method-
ologies (e.g. Empatica, mobile electroencephalography (EEG) and pupillometry data) which 
each focus on measuring different aspects of a participatory activity, and integrating these 
findings, may provide a more nuanced insight into the extent to which we can reliably infer 
the neural and cognitive mechanisms at play when people living with different presentations 
of dementia participate in music activities.
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1. INTRODUCTION

Aging involves an overall degeneration in the nervous, musculoskeletal, and sensory systems 
which affects movement patterns. Cabeza (2002) identified age-related reductions of hemi-
spheric lateralization for cognitive processes on which he developed his model of hemispheric 
asymmetry reduction in older adults, or HAROLD. Following research attempting to extend 
the cognitive-perceptual model to motor behavior, one study examined movement patterns 
with respect to multidirectional reaching tasks (Przybyla, Haaland, Bagesteiro, & Sainburg, 
2011). This study found robust asymmetries between the left and right arm in young adults, 
but older adults showed more symmetrical movement patterns, suggesting reduced motor 
asymmetry as result of the aging process. Although conclusive evidence is lacking for the 
connection between motor asymmetry and hemispheric lateralization, findings in current re-
search provides support for the suggestion that symmetric neural recruitment associated with 
aging may contribute to an age-related reduction in motor asymmetry (Przybyla et al., 2011).

In addition to these age-related changes in neural functions, degeneration of physiological 
structures may also affect the expression of motor asymmetry (Francis & Spirduso, 2000). 
Decreased maximum grip force, due to the loss of muscle mass, is associated with a selective 
effect on the right hand (in this study the dominant hand as well) substantially reducing the 
right-hand advantage identified in young adults (Teixeira, 2008). Therefore, manual perfor-
mance tends to become more symmetric as people age.

The current study used two manual function assessments; the Jamar hand function and Pur-
due Pegboard tests. These assessments enabled us to focus on force production and man-
ual dexterity, respectively. The primary purpose of our study was to add knowledge about 
age-related impacts on performance-based motor asymmetry. According to Przybyla and 
colleagues’ findings (2011), which are consistent with HAROLD model, reduced asymmetric 
movement performance can be attributed to compensatory effects associated with improved 
functional performance of the non-dominant hand. However, other research suggests that the 
reason for a symmetric movement patterns in aging occur due to a significant drop in domi-
nant hand function (Francis & Spirduso, 2000; Teixeira, 2008). It is clear that more research is 
needed to provide conclusive evidence supporting either or possibly partly both suggestions 
explaining age-related reductions in motor asymmetry.
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2. METHODS

Participants
Forty-one young adults (21 ± 3 years, 16 males) and 25 older adults (77 ± 3 years, 1 male) 
participated in the study. The inclusion criteria for older participants were: 60 years of age or 
older, right handed, no or minimal neurological deficits and/or cognitive impairments (Mi-
ni-Mental State Examination score > 21), no restrictive cardiovascular
and/or respiratory ailments, and/or no recent surgeries. Young participants were right-hand 
dominant university students who reported no recent injury and/or disease that might impair 
performance in the study. Informed consent was obtained from all participants before the 
study started. The project was approved by the Institutional Review Board of the Mississippi 
State University.

Testing protocol and outcomes
Participants completed the Edinburgh Handedness Inventory (Oldfield, 1971) at the begin-
ning of the study and then underwent two hand function assessments; i.e., the Jamar hand 
function test and the Purdue Pegboard test. In the Jamar hand function test, grip strength was 
first measured, followed by a tip pinch, a palmar (three-jaw chuck) pinch, and a lateral pinch. 
Participants performed each of the tests in seated position, with the shoulder adducted, elbow 
flexed to ninety degrees, and forearm and wrist in neutral positions.
The Purdue Pegboard test (Lafayette Instrument Model #32020) measures manual dexterity. 
The test includes four subtests which require participants to use solely their right hand, left 
hand, and two subtests using both hands. Performance was scored according to the number 
of pegs correctly placed in 30 seconds. Each subtest included three trials.

Statistical analysis
A 2 (age-group: young and older) × 2 (hand: left and right) mixed-design ANOVA was con-
ducted to examine age-related effects on manual performance in five of the unimanual tests, 
including Jamar grip strength, tip pinch force, palmar pinch force, lateral pinch force, and 
Purdue Pegboard test performed by a single hand. Age-group was entered as a between-group 
factor while hand was entered as a within-group factor. The dependent variables for both 
statistical analyses were the score of the hand function test for grip strength, pinch force, and 
manual dexterity.
We also examined the Pearson’s correlation between the left and right hand when older and 
young adults were performing each task, and we attempted using a Pearson’s correlation to 
identify potential associations among the tasks. As the Jamar hand function test and Purdue 
Pegboard test measures different aspects of manual function, i.e., force and dexterity respec-
tively, correlations between the two tests may provide additional information on age-related 
changes in movement patterns. All data analyses were conducted using IBM SPSS 24.

3. RESULTS

ANOVA on manual asymmetry
For grip strength, main effects of age, F(1, 64) = 38.52, p < .001, η2 = .37, and hand, F(1, 64) 
= 63.27, p < .001, η2 = .50, were found to be significant. Young adults (M = 38.81, SE = 1.85) 
showed stronger grip force than older adults (M = 20.14, SE = 2.37). Participants also showed 
more force production with the right hand (M = 30.90, SE = 1.49) than the left hand (M = 
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28.09, SE = 1.54). The age by hand interaction was also significant, F(1, 64) = 5.60, p = .021, 
η2= .08. Further investigation suggested a more profound decrease in grip strength of the 
right hand leading to more symmetric function of the hands in older adults (Fig. 1A).
For tip pinch force, there was no significant main effect of age, F(1, 64) = 1.91, p = .17, η2 = 
.03, or hand, F(1, 64) = 1.52, p = .22, η2 = .02. A comparison between the young (M = 5.54, 
SE = .24) and older group (M = 4.99, SE = .31) suggested a similar test performance. Also, 
no significant right-hand advantage was identified although participants produced greater 
strength with the right hand (M = 5.33, SE = .21) than the left hand (M = 5.20, SE = .20). The 
interaction of age by hand proved to be significant, F(1, 64) = 7.04, p = .01, η2 = .10, which was 
assumed to be caused by more profound reduction of right hand strength (Fig. 1B).
For palmar pinch force, main effects of age, F(1, 64) = 57.87, p < .001, η2 = .48, and hand, F(1, 
64) = 7.71, p = .007, η2 = .11, were significant, as well as the interaction between age and hand, 
F(1, 64) = 8.40, p = .005, η2 = .12, which could be attributed to greater drop in right hand 
strength during aging (Fig. 1C).
For lateral pinch force, the analysis indicated significant main effects of age, F(1, 64) = 32.04, 
p < .001, η2 = .33, and hand, F(1, 64) = 14.50, p < .001, η2 = .19. The right hand (M = 7.49, SE 
= .25) produced greater force than the left hand (M = 7.04, SE = .24), but the hand difference 
decreased in the older group compared to the young group.
Such an age-related change may contribute to the significant interaction effect found for age 
by hand, F(1, 64) = 5.13, p = .027, η2 = .07 (Fig. 1D).
For the manual dexterity test, a significant main effect of age was identified, F(1, 64) = 84.12, 
p < .001, η2 = .57, suggesting that young adults (M = 13.32, SE = .31) performed better than 
older adults (M = 8.75, SE = .39). The main effect of hand proved also significant, F(1, 64) = 
17.11, p < .001, η2 = .21, which indicated higher scores for manual dexterity of the right hand 
(M = 11.43, SE = .27) when compared to the left hand (M = 10.64, SE = .27). There was also 
a significant interaction effect between hand and age, F(1, 64) = 9.52, p = .003, η2 = .13. This 
finding suggests that manual dexterity becomes more symmetric as people age probably due 
to greater age-related functional reductions of the right hand (Fig. 1E).
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Correlation between the tests
A noticeable relationship existed between the Jamar hand function test for grip strength and 
the Purdue Pegboard test for manual dexterity. Significant correlations between the two tests 
were only found in the older group (Table 1). Further examination indicated that the Purdue 
Pegboard test scores of the left hand and both hands together correlated significantly with 
grip strength.

Correlation between left and right hand for each test
The analysis indicated a significant correlation between the left and right hand for all sub tests 
(Table 2). It is worth noting that between-hand correlations of the scores for the young group 
is greater than the correlations for the older group. Therefore, we used Fisher Z-transforma-
tions to examine the potential differences in the correlation coefficients (Pearson’s r) of the 
two groups. The result indicated that young adults showed significantly higher between-hand 
correlations than older adults in all the hand strength tests, but not in the manual dexterity 
test (Table 3).

Table 1. Correlation coefficients (r) between the scores on the two tests.

Table 2. Correlation coefficient (r) between left and right for each task

Table 3. Fisher Z-transformation based on correlation coefficients between young and older group
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Analysis of manual preference was conducted based on the handedness score of the Edin-
burgh Inventory. One-way ANOVA suggested significant difference in self-reported manual 
preference between young and older group, F(1, 64) = 5.60, p = .021. Older adults reported 
stronger preferences for the right hand (M = 94.40, SD = 12.61) than their younger counter-
parts (M = 80.98, SD = 26.53).

4. DISCUSSION

The primary purpose of the current study was to examine potential changes in manual per-
formance associated with aging. Different aspects of movement performance possibly result-
ing in often-observed differences in movement patterns were identified by comparing young 
adults with older adults performing the Jamar hand function and the Purdue Pegboard test. 
Assessments on grip strength, pinch force, and manual dexterity indicated reduced manual 
asymmetry in older adults. Further examination on these changes in movement characteris-
tics suggested that reduced manual asymmetry in movement performance can be attributed 
to a greater degeneration of right hand functioning which eliminates the right hand’s advan-
tage observed in young adults (Francis & Spirduso, 2000). The finding appears to be incon-
sistent with the HAROLD model that predicts improved performance in the non-dominant 
hemisphere to compensate for a decreased function of the dominant hemisphere, thus sug-
gesting that the non-dominant hand would compensate for a decrease in function of the dom-
inant hand. Our findings provided complementary evidence to Teixeira’s research (2008) in 
which an age by hand interaction for maximum grip strength was only found be to marginally 
significant (p = .056). In the current study, all tests for hand strength, including grip strength 
and pinch force, showed a significant interaction effect between age and hand. Therefore, 
age-related effects on motor asymmetry seem to be task specific necessitating more future 
research on this topic.
A significant relationship between grip strength and manual dexterity was identified in older 
adults, but not in young adults (Table 1). This finding suggests that older adults tend to ac-
tivate larger muscles even when performing motor tasks that only require smaller muscles. 
However, more evidence-based support measuring muscle activity is necessary to verify this 
hypothesis. A closer examination of the correlations revealed different movement charac-
teristics associations between the left and right hand in older adults which possibly caused 
age-related changes of movement performance patterns. No significant correlation between 
grip strength and manual dexterity was identified in older adults’ right-hand performance. 
In contrast, left hand manual dexterity, bimanual, and assembly tasks were significantly cor-
related (Table 1). The results might imply that changes in grip strength of the left hand affect 
performance of bimanual and assembly test scores. If so, despite right-hand function declines 
due to aging the movement patterns remain constant. Thus, manual performance becomes 
less asymmetric in older adults, while movement patterns performed with the left and right 
hand remain distinct.
It is worth noticing is that, even though correlations (r) were significant in both age groups, 
young adults in comparison to older adults showed stronger between-hand correlations in 
each task (Table 2 and 3). The latter finding suggests current theories in motor behavior are 
incomplete and thus new theories need to be developed or we need to adapt existing ones.
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The effect of heat stress on the performance of a 

graphomotor choice-reaction time task
Kevin A. Becker, Chris A. Aiken, Cheng-Ju Hung, Arend W.A. Van Gemmert 

Abstract - The relationship between hot environmental temperatures and reaction time is 
not entirely clear. Simple reaction time is reportedly shorter in heated conditions (Schlader 
et al., 2015), while studies examining choice-reaction time tasks have demonstrated either a 
length-ening of reaction time (Hancock & Dirkin, 1982), or no differences (Leibowitz et 
al., 1972). Recently, Aiken et al. (2016) demonstrated that for a graphical aiming task, 
choice-reaction time was longer when the environmental temperature was high for more 
difficult task varia-tions (i.e., smaller targets at a greater distance), but not easier task 
variations. The purpose of this study was to extend upon these findings and fully explore 
the stress effects of hot envi-ronments upon performance by manipulating the difficulty of a 
pointing task, i.e., manipulat-ing the target size and target distance independently in a two-
experiment approach. In both experiments, participants completed 108 trials of a choice-
reaction time task with the move-ment accuracy constraint varied between 0.25 and 
0.80cm. The only difference between the two experiments was that in the first experiment 
(N=26) the movement distance was 12 cm while it was 5 cm in the second experiment 
(N=24). For each experiment, separate 2 (Heat) x 2 (Target Size) ANOVAs were conducted 
for each dependent variable (reaction time, move-ment time, initial direction error at peak 
velocity, and axial pen pressure). Results revealed that during Experiment 1, reaction time 
was significantly slower in the heated condition (p = .048). Heat did not significantly affect 
any other dependent variable (p’s > .05). In Experiment 2, the main effect of heat failed to 
reach significance for reaction time (p > .05). A significant interaction between heat and 
target size was detected (p = .036), but pairwise comparisons failed to reveal any 
significant differences between the different heat and target size combi-nations (p’s > .05). 
The results of these two experiments show support for the suggestion that heat results in 
stress, which previously has been shown to have its impact mediated by task difficulty. 
Furthermore, these experiments also suggest that the impact of heat-related stress on 
choice-reaction time is more affected by target distance (i.e., the magnitude of the move-
ment) than target size (i.e., the accuracy constraint of the movement).
Keywords: Neuromotor noise, physical stressors, drawing task, heat stress.

1. INTRODUCTION
Research examining the impact of heat-related stress on reaction time has produced varied 
results. The performance of a simple reaction time task has been shown to be faster when 
heat is used as a physical stressor (Schlader et al., 2015), while choice-reaction time has been 
shown to become slower (Hancock & Dirkin, 1982). Other research has shown no effects 
of heat on reaction time performance (Leibowitz, Abernethy, Buskirk, Bar-Or, & Hennessy, 
1972). More recently, Aiken, Becker, Lee, Post & Van Gemmert (2016) tested choice-reaction 
time using a paradigm that required participants to draw a line from a start target to one of 
nine randomly selected end targets. Their results showed that reaction time was slower in a 
hot environment (i.e., heat stress), but only for the more difficult task variations. Difficulty  
in the task varied in both accuracy demands (i.e., target size) and movement magnitude 
(i.e., distance between targets), making it unclear whether both or just one of the two factors 
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 influenced the observed effect.
The Neuromotor Noise Perspective (Van Gemmert & Van Galen, 1997) suggests that when 
an individual encounters stress, there is a resultant increase in noise in the motor system. For 
simple motor skills, it is possible that the system reduces the noise by increasing limb stiffness 
(Van Gemmert & Van Galen, 1997). For a more difficult task, the noise in the system may 
be further increased and thus reduces the signal to noise ratio. This would create a scenario 
where the biomechanical filter is unable to reduce the noise in the system without perfor-
mance deterioration due to a signal to noise ratio too low for meeting task requirements. 
When this biomechanical filter is not sufficient the system increases the processing times 
since signal increases while noise decays over time. Thus from this perspective, we predict 
that when a task requires fast responses with a difficulty that is relatively high, performance 
will suffer when a stressor like heat is added.
The purpose of this study, therefore, was to determine how heat stress (i.e., a hot environ-
ment) affects the performance of a choice-reaction time task with various target sizes and dis-
tances. This study used a two-experiment approach to extend the work of Aiken et al. (2016) 
by determining whether increased accuracy demands, movement magnitudes, or both factors 
influence the presence of effects due to stress as result of heat. We hypothesized that difficulty 
would influence reaction time, movement time, initial direction error at peak velocity, and ax-
ial pen pressure. However, due to the exploratory nature of the study we made no predictions 
about which specific conditions would differ in each experiment.

2. METHODS

A. Participants, Task, and Setting
In Experiment 1, 26 volunteers between the ages of 18 and 45 completed the study, and in 
Experiment 2, 24 volunteers in the same age range completed the study. With the exception 
of the target distance, the two experiments were identical. All 50 participants had normal or 
corrected to normal vision and full use of both upper extremities. Additionally, they had no 
neurological conditions, which could impact motor control, and they had no contraindica-
tions from a medical professional to experience environments exceeding 42° C (~107° F).
The motor task used in the study was a choice-reaction time task that was completed on a dig-
itizing tablet (Wacom, Intuos Pro, 15” x 10”). The task involved drawing a line from a starting 
target to one of nine equally spaced end targets that changed colors at random. A color change 
of a target indicated to the participant that one had to draw to that specific target (see Fig-
ure 1). Participants completed the task with targets placed either 12cm from the start target 
(Exp. 1), or 5cm from the start target (Exp. 2). In both experiments, half of the trials required 
participants to end their drawing in a target of .25cm in diameter, while the other half of the 
trials required them to end their drawing in a target of .80cm in diameter. All participants sat 
in a chair with the tablet placed 7.5cm from the edge of a table directly in front of the chair. 
Each participant performed the two variations of the task in an enclosed heat chamber kept at 
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a temperature of 42° C during the heat condition and at 22° C during the control condition. 
Participants were subjected to the heat and control conditions on separate days.

B. Procedures
Upon arrival to the laboratory, participants completed an inclusion criteria questionnaire, 
provided written informed consent, and consumed 8oz of water to minimize the effects of 
dehydration on performance. The participant was then seated in the chamber for the assigned 
thermal condition (heat or control) for a period of five minutes. A research assistant first gave 
a verbal description of the task. After the 5 minute accommodation and verbal explanation, 
participants were allowed to manipulate the stylus on the tablet, and view a still photo rep-
resentation of the task. They were informed that their goal was to move as quickly and accu-
rately as possible from the start target to the one of nine end targets changing its color. The 
experiment consisted of 108 trials in the hot environment, i.e., heat stress (HEAT) condition, 
and the control (CON) condition. Within each condition, trial order was randomized, and 
6 trials were performed for each of the 18 targets (9 small targets and 9 large targets). The 
distance between the start target and end targets was the same within each experiment, i.e., 
12 cm for experiment 1 and 5 cm for experiment 2. The conditions (HEAT and CON) were 
counterbalanced across participants with approximately 24 hours between the two conditions.

C. Data Analysis
Data from the two experiments were analyzed separately. Reaction time was defined as the 
time between the stimulus presentation and the time when 5% of peak velocity was achieved. 
Movement time was defined as the time interval from
when movement velocity exceeded 5% of peak velocity until the time movement velocity 
dropped below 5% of peak velocity. Initial direction error at peak velocity was defined as the 
angular deviation between a vector representing a line directly between the start and end tar-
gets, and a vector representing a line between the start target and the position at peak velocity. 
Axial pen pressure was a direct measure of pressure derived from the digitizing tablet. In each 
experiment, a 2 (HEAT vs CON) x 2 (small vs large target size) ANOVA was conducted for 
each dependent variable. Dependent variables were reaction time (ms), movement time (ms), 
initial direction error at peak velocity (deg), and axial pen pressure (N). For all analyses, alpha 
was set at .05.

3. RESULTS

A. Experiment 1
Means and standard deviations for each dependent variable across conditions are presented 

Figure 1. Visual Representation of the Motor Task (start target at bottom, nine end targets at top)
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in Table 1. When targets were presented at a longer distance (12cm), the main effect of heat 
stress was significant (p = .048), with reaction times being slower in the heat stress conditions 
than the control conditions. The main effect of target size was also significant (p < .001), with 
reaction time being slower with the small targets than with the large targets. The interaction 
between heat and target size was not significant (p > .05) suggesting that the heat stress effect 
did not differ due to target size. Movement time was shorter with large targets than with small 
targets (p < .001), but was not impacted by heat (p > .05). Initial direction error at peak veloc-
ity and axial pen pressure did not differ due to either heat or target size (p’s > .05).

B. Experiment 2
Means and standard deviations for each dependent variable across conditions are presented 
in Table 2. When targets were presented at a shorter distance (5cm), reaction time was slower 
for the small targets than the large targets (p < .001), but the main effect of heat failed to reach 
significance (p > .05). The interaction between heat and target size was significant (p = .036). 
With the small targets, mean reaction times tended to be faster in the control condition than 
the heat condition and with the large targets the opposite pattern emerged. However, pairwise 
comparisons failed to reveal significant differences for the different heat by target size com-
binations. Movement time and initial direction error at peak velocity were both smaller with 
large targets than with small targets (p’s = .001, .018), but were not impacted by heat (p’s > .05). 
Axial pen pressure did not differ due to either heat or target size (p’s > .05).

4. DISCUSSION

Previous research considering the impact of heat-related stress on reaction time has produced 
varied results. Aiken et al. (2016) demonstrated that task difficulty influences whether stress 
as result of heat impacts reaction time, but it was unclear whether heat-related stress effects 

Table 1. Performance measures under different conditions in Experiment 1

Table 2. Performance measures under different conditions in Experiment 2
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were affected by either the accuracy demands, the movement magnitude, or both. The pur-
pose of this study was to determine which of these factors, i.e., movement magnitude, accu-
racy, or both, influenced the effect of stress due to heat on reaction time. Furthermore, this 
study aimed to determine whether movement time, initial direction error at peak velocity, 
and/or axial pen pressure were differentially affected due to heat-related stress.
The results of the current study showed that heat-related stress affected reaction time in the 
first experiment when targets of differing size were presented at longer distances (12cm). In 
this experiment, heat-related stress slowed reaction time regardless of target size; while in 
the second experiment with targets presented at shorter distances (5cm) reaction time did 
not significantly change due to heat-related stress. Taken together, these results suggest that 
movement magnitude seems to be the task difficulty factor influencing delays in reaction time 
in hot environments. Based on the Neuromotor Noise Perspective, it appears when planning 
a longer duration movement participants may delay initiation of the movement in order to 
reduce neuromotor noise in the motor system.
The results regarding movement time, initial direction error at peak velocity, and axial pen 
pressure did not fit predictions made by the Neuromotor Noise Perspective. We expected that 
at least axial pen pressure would increase when encountering heat-related stress as a means 
of filtering out neuromotor noise. Our results showed no differences, and these findings were 
consistent with the results of Aiken et al. (2016). Future work should consider using tasks with 
more complex motor responses to determine whether complexity increases lead to the need 
to filter neuromotor noise with strategies beyond delaying initiation of the motor response.
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Abstract - Stone engravings in historical Vietnamese steles are a treasure for historians stud-
ying the life of villagers. The Vietnamica project aims to discover this history by analyzing a 
unique collection of about 40,000 digital images of steles. As a support for the historians, auto-
mated reading is needed to nd search terms in the images. In this paper, we elaborate an impor-
tant first step towards this goal: the extraction of text columns from page images. We identify 
challenges in the dataset and present preliminary results for semi-automatic annotation.
Keywords: Vietnamese Steles, Document Analysis, Text Segmentation, Ground Truth Creation.

1. INTRODUCTION

"Which historian is not interested in the price of chicken in northern Vietnam between 1610 
and 1780?”
(Papin, 2003). This question gives rise to the thought of how to know the history of the vil-
lagers, knowing that the history of Vietnam was written by the imperial court and the clergy. 
The answer can be found in the Vietnamese inscriptions engraved in stone on steles that have 
only recently become accessible. They were used to make written reports in order to be seen 
by all and to resist bad weather and human destruction. These are texts written for villagers, 
by villagers. They provide information on the cultural, social, and religious life of the people 
at the edge of the rice fields.
The data from the scattered steles are worthless because it is impossible to generalize them. To 
process the inscriptions, the use of quantitative history is a necessity. The unique and unprec-
edented corpus of about 40,000 digital images of steles oers exactly this opportunity. It is the 
aim of the Vietnamica project, which recently received an ERC grant. To enable quantitative 
history, one of the objectives of the project is to carry out an automated reading of the ancient 
Vietnamese script, such that search terms can be found in the digital images.
The Vietnamese script under consideration consists of Chu N^om characters that are written 
in vertical columns from top to bottom (see Figure 1a). A first step towards automated read-
ing consists in layout analysis to nd the main text region, followed by column segmentation. 
The current state of the art to perform these steps is based on machine learning techniques, 
for example using deep neural networks (Wick & Puppe, 2018; Fink et al., 2018). They require 
a considerable number of human-annotated learning samples, also called ground truth, in 
order to train models that can extract text columns with high precision afterwards. The re-
sulting column images can then be further processed by keyword spot-ting or handwriting 
recognition systems, e.g. (Sudholt & Fink, 2016; Wu et al., n.d.), for detecting search terms 
entered by historians.
In this paper, we provide a preliminary study on the automatic extraction of text columns. 
First, we identify challenges for layout analysis and column segmentation in the dataset. Af-
terwards, we present results for semi-automatic ground truth creation using a method orig-
inally introduced for Latin script (Fischer et al., 2010) and analyze error cases. Finally, we 
conclude the paper with an outlook to future work.
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2. DATASET OF HISTORICAL VIETNAMESE STELES

Overall, around 40 000 images of steles exist. They are distributed in two corpora of equal 
size, one held by the Ecole Fran110caise d’Extr^eme-Orient (EFEO) collected between 1910 
and 1954 and the other one held by the Han-N^om Institute collected since 1995 (Papin et al., 
2007-2012, 2005-2013). The steles cover a time period of ve centuries. They are mainly dated 
from the 17th, 18th and 19th centuries. 80% of the corpus originate from northern Vietnam.
For creating copies, a traditional stamping procedure is rst applied by sticking a paper to the 
steles using banana juice and then applying ink with a roller, such that the engraved characters 
stand out in white from the black background. The stamps are then photographed with a digi-
tal camera. This procedure creates images that are better readable when compared with taking 
photographs of the steles directly. Example images are shown in Figures 1 and 2.

2.1 Evaluation Dataset
To perform a preliminary analysis of the collection, we have randomly selected a subset of 
100 images from the corpus and manually inspected challenges that arise for developing au-
tomated reading systems.
In general, degradation of the writing support poses a challenge that is common for many 
types of historical documents. In our case we have noted three types of degradation, namely 
ssures, impacts, and erosion of the stone (Figures 1b and 1c). On our evaluation dataset, we 
have observed that 82% of the images show at least one type of degradation, resulting in par-
tially or completely missing characters.
Some of the images are in perfect condition (Figure 1a).

2.2 Challenges for Layout Analysis
We aim to retrieve textual information from four image areas, i.e. the main text area, title, 
border, and reference label (Figure 1d). However, there is a considerable heterogeneity in 
layout, which is challenging for automatic layout analysis. On our evaluation dataset, we have 
identied three types of variations regarding the frame, the title, and the reference label, as 
summarized in Table 1.
Concerning the frame, most of the steles have a frame with motifs around the main text area, the 
title, and below the title (Figure 1d). Yet 13% of the images have no frame (Figure 1a), 1% have 
a frame around the main text area but not around the title, and 12% have a solid color frame. 

Fig. 1. Historical Vietnamese steles.
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Regarding the title, there are variations in its color that may mislead an automatic layout 
analysis system. For the majority of cases (51%) the title is in black and the text in white, 40% 
of the titles are white, same as the text, and 2% of the titles have both black and white char-
acters. 7% of the steles have no title at all (Figure 2b). The main text areas have mostly white 
characters. However, in some steles we have observed black writing surrounded by white 
embellishments (Figure 2a).
Finally, there are variations in the location of reference label. Most of the reference labels are 
outside the frame on the right but 4% are on the left and 4% are within the frame.

2.3 Challenges for Column Segmentation
After extracting the main text area, column segmentation is needed as an important pre-pro-
cessing step of automated reading. We have identied three types of challenges on our evalu-
ation dataset regarding character size, column structure, and number of text zones, as sum-
marized in Table 2.
Just over half of the steles (59%) have almost uniform character sizes. For the rest of the im-
ages, we have observed up to three dierent character sizes.
Regarding the column structure, we focus on four criteria, i.e. spacing, discontinuity, subdi-
vision and alignment. We consider a space between two columns of less than a fourth of the 
character width as small.
This is the case for 32% of the steles. More than half of the steles (52%) have one or more dis-
continuous columns (Figure 2c) with a gap of at least four characters. 18% of the steles have 
sub-columns, i.e. at least two columns following a single one (Figure 2d). Finally, 18% of the 
steles have columns that are not aligned at the top.
As shown in (Figure 2c), a third of the steles have at least two dierent text zones within the 
main text area. A text zone is considered to be separate from another if it is separated by an 
empty space greater than a column.

Table 1. Challenges for layout analysis.

Fig. 2. Challenges for layout analysis and column segmentation.
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3. GROUND TRUTH CREATION
As a prerequisite for automatic layout analysis and column segmentation using machine 
learning, human-annotated learning samples are required. Such ground truth is needed 
for training as well as evaluation of learning-based methods. In our case, the ground truth 
consists of bounding polygons around the four layout elements as well as the individual text 
columns.
To avoid a fully manual annotation, we follow a semi-automatic procedure for ground truth 
creation originally proposed for Latin manuscripts (Fischer et al., 2010). The method was 
chosen because it does not require any parameter ne-tuning and has already been successfully 
applied to a variety of historical manuscripts.
The procedure consists of several consecutive steps. The rst step is manual and consists in using  
the GIMP software to select the main text area using polygon paths and save it in scalable  
vector graphics (SVG) format. Only one text area is selected, even if it contains several distinct 
text zones.
The second step is automatic and aims to segment the text columns. As the original method is 
intended to segment black horizontal text lines, we rst rotate all images clockwise by 90 degree 
and invert the colors. Next, the text foreground is enhanced by means of a Dierence of Gaussians 
(DoG) before the image is binarized using a global threshold. We have employed the radii σ1=10:0  
and σ2=0:5 for DoG and the threshold T=200 for binarization. The columns are then seg-
mented in the black and white image using a dynamic programming method.
The third and last step is manual and consists in using a graphical user interface (GUI) based 
on Java to correct the column segmentation.

4. EXPERIMENTAL EVALUATION
The semi-automatic ground truth creation for column segmentation took about 2 minutes per 
stele for a user familiar with the software. Table 3 summarizes the results of the dynamic pro-
gramming algorithm used for column segmentation. Exemplary results are shown in Figure 3.

Table 2. Challenges for column segmentation.

Table 3. Experimental evaluation of the column segmentation algorithm.

Fig. 3. Column segmentation.
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On our evaluation dataset, the recall (percentage of retrieved columns) is 79,05%, the pre-
cision (percentage of correct columns) is 81,10%, and the F-score is 80,08%. A column with 
less than ten percent loss of text foreground is considered correct. Otherwise, the column is 
incomplete (7,88% of all errors).
Other common mistakes include merging two or more columns (59,93%), which may be due 
to small spacing, inserting an inexciting column (28,77%), which can be triggered by damages 
in the stone that appear like characters, and missing a column (3,42%), which tends to occur 
at the periphery of the text area. An error example is provided in Figure 3a, which contains 
three types of errors: merge, insertion and incomplete. Figure 3b shows an example without 
any error, which is the case for 21% of the images in our evaluation dataset.

5. CONCLUSIONS AND FUTURE WORK
Despite the dicult challenges for layout analysis and column segmentation for historical Vi-
etnamese steles outlined in this paper, the semi-automatic method for ground truth crea-
tion has proven ecient and, surprisingly, quite accurate. Nevertheless, it leaves room for  
improvements.
In the next step, we intend to use the human annotations for training learning-based methods 
for text column extraction, which are expected to further improve the results. We will focus, 
in particular, on methods based on convolutional neural networks and adapt them to the 
Vietnamese script.
There are several lines of future research to pursue. First, we will focus on keyword spotting 
and hand- writing recognition methods for the Chu N^om characters. Afterwards, we aim to 
improve the recognition systems by means of transfer learning as well as data augmentation 
with synthetic handwriting.
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Abstract - Handwritten signatures are a common form of biometric authentication. However, 
the verication of handwritten signatures is a challenging task since it has to rely on only a few
genuine samples. Recently, deep generative neural networks have been introduced that can 
generate handwriting based on handwritten samples. In this work, we apply these networks to 
handwritten signatures to generate synthetic signatures to aid the verication process. Using a 
verication system based on dynamic time warping, our proposed approach leads to signicant 
improvements in verication accuracy on the MCYT-100 benchmark dataset.
Keywords: Online Signature Verication, Conditional Variational Recurrent Neural Network.

1. INTRODUCTION

Handwritten signatures are one of the most accepted forms of biometric authentication, both 
legally and culturally. With this popularity comes the need for a robust way to verify the au-
thenticity of signatures.
Indeed, signature verication has been an active research area for many decades (Plamondon & 
Lorette, 1989; Hafemann et al., 2017; Diaz et al., 2019). Two types of signature verication are 
commonly distinguished: online signature verication, which relies on the pen-tip trajectory 
recorded over time, and oine signature verication, which operates only on the static image of 
the signature. The present paper is focused on the online scenario.
Signature verication remains a challenging task due to two main factors. The intrapersonal 
variability of each writer paired with the usually small amount of genuine samples available. 
Two signatures of the same writer are never completely identical due to the strong in
uence of behavioral and social conditions (Diaz et al., 2018). At the same time, it is often 
unpractical to collect the number of signature samples needed to cover this intrapersonal 
variability to its full extent. This discrepancy is unfortunate, especially since it is known that 
the verication performance increases signicantly the more genuine samples are available for 
training.
To overcome this issue, several works propose the generation of additional synthetic samples 
based on the available genuine samples, including (Munich & Perona, 2003; Rabasse et al., 
2008; Galbally et al., 2009, 2012a, 2012b; Diaz et al., 2014, 2018). The work proposed by (Gal-
bally et al., 2009) tackled this task by adding some noise directly to trajectory points, pressure 
signal, and duration of the signatures.
More recently, (Diaz et al., 2018) proposed to generate additional reference signatures 



from a single genuine sample by leveraging the Kinematic Theory of rapid human move-
ment. They introduced two distortions for generating duplicated samples. A stroke-wise 
distortion by adding Gaussian noise to the sigma-lognormal parameters and a target-wise 
distortion by adding sinusoidal noise to the virtual targets of the sigma-lognormal model.  
All previous works have shown that the addition of synthetic signatures is able to improve 
verication performance.
In this paper, we explore the generation of synthetic signatures using the conditional vari-
ational recurrent neural network (C-VRNN) architecture introduced (Aksan et al., 2018). 
C-VRNN models can produce realistic handwriting for dierent writers after being trained 
with real handwriting samples.We follow this approach to synthesize realistic handwritten 
signatures for dierent signers. To evaluate the eectiveness of the proposed method, we use a 
signature verication system based on dynamic time warping (DTW). The evaluation is per-
formed on the publicly available MCYT-100 benchmark dataset.
In the remainder, we introduce the signature generator based on C-VRNN, describe the  
signature verification system based on DTW, present experimental results, and nally draw 
some conclusions.

2. SIGNATURE GENERATOR

We are using the conditional variational recurrent neural network (C-VRNN) introduced 
by (Aksan et al., 2018) to generate new signatures. As the name suggests, C-VRNN derives 
some aspects from recurrent neural networks (RNN), which are capable of training with var-
iable length input data (Goodfellow et al., 2016), and variational recurrent neural networks 
(VRNN), which include latent random variables (Chung et al., 2015). C-VRNN augments the 
model with the capability to condition the output on the user, i.e. the signer in our application. 
For a detailed description of C-VRNN, see (Aksan et al., 2018).
We are using the Tensorflow implementation of C-VRNN published by (Aksan et al., 2018). 
The input and latent layers are long-short-term memory cells (LSTM) with 512 units. The 
output layer is a 1-layer feed-forward network with 512 units and rectied linear unit (ReLU) 
activation function. The latent variables are represented by 32-dimensional isotropic Gauss-
ian distributions. The network is trained using a learning rate of 0:001 and a mini-batch size 
of 32 as well as dropout.
To train the C-VRNN as a signature generator, we create a training set T containing n ref-
erence signatures for each user in the dataset. For training, each signature t = (f1, f2, ...) is 
represented by a sequence of feature vectors fi = (x, y, p, u, b, e), where x, y are relative pen 
movements, p is marking a pen-up event, u is the user ID, and b and e mark the begin and 
end of the signature.

Fig. 1. Example of a real genuine signature from the MCYT-100 dataset and nine synthetic signatures. The variations 
can best be seen in the ourish of the signature.
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Once the network is trained, it can produce additional genuine signatures for specic users. 
Fig. 1 shows a plot of a real genuine signature in the top left corner and nine synthetic signa-
tures generated from it.
These synthetic signatures can then be used in the signature verication system described in 
the next section.

3. SIGNATURE VERICATION SYSTEM

For signature verication, we represent each signature using a sequence (v1, v2, ...) of six fea-
tures vi =( ), where ( ) are the pen coordinates, ( ) is the velocity,  
and ( ) is the acceleration.
We compute the velocity and the acceleration with respect to two sampling points before 
and after using second order regression (Fierrez et al., 2007). To compare two signatures r 
and t, the respective signature sequences are compared using dynamic time warping (DTW) 
(Berndt & Cliord, 1994; Kholmatov & Yanikoglu, 2005). DTW oers a way to compare two 
sequences of temporal data, which may be dierent in length. In order to speed up the com-
putation, a Sakoe-Chiba band (Sakoe & Chiba, 1978) is used to limit the deviation from the 
diagonal alignment to 10% of the length of the reference signature.
The final verication score is dened by the dissimilarity score dR(t) of the test signature t to the 
reference signatures r1,..., rn  R of the claimed user. Formally,

(1)

where μR is the average dissimilarity of the reference graphs to each other (Fischer et al., 2015).

(2)

A signature t is accepted as genuine, if the dissimilarity score dR(t) is below a certain thresh-
old, otherwise, the signature is rejected as a forgery.

4. EXPERIMENTAL EVALUATION

We evaluate the proposed system on the publicly available MCYT-100 signature corpus (Or-
tega-Garcia et al., 2003). The dataset consists of signatures from 100 individual users. For 
each user, there are 25 genuine signatures and 25 skilled forgeries. The signatures have been 
captured using a pen tablet device. All signatures from the dataset are used in our evaluation.
The first n genuine signatures of each user are employed to train the signature generator and 

Table 1. Comparison of the results of our proposed systems with published results on the MCYT-100 dataset. Results 
are grouped by the number of reference signatures per user, then sorted by the achieved EER on skilled forgeries.
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as reference signatures for the signature verication. The remaining genuine signatures are 
used for the evaluation of the signature verication system. In this evaluation, we have chosen 
n  {1, 5}, referring to them as R1 and R5, respectively, i.e. we train the C-VRNN with 100 
signatures (R1) or 500 signature (R5).
The verication performance of the systems is measured using the equal error rate (EER), 
which is the point in the receiver operating characteristic (ROC) curve where the false ac-
ceptance rate is equal to the false rejection rate. When using our verication system without 
additional synthetic signatures, we get an EER result of 19.64% (R1) and 4.48% (R5). For the 
R1 system, we generated nine synthetic signatures for each user based on the real reference 
signature. We refer to these synthetic signatures as 9S. For the R5 system, we generated ve 
synthetic signatures for each user, one based on each of the ve real reference signatures. We 
refer to these synthetic signatures as 5S.
Surprisingly, we found that using only the synthetic signatures for validation yields better 
results (9S:10.32%, 5S: 4.44%) than using both reference signatures and synthetic signatures 
(R1+9S: 11.28%, R5+5S: 12.44%). Especially for the R5 system, the dierence is signicant. We 
suspect that the normalization value (Eq. 2) is negatively aected by the combination of real 
and synthetic signatures due to their high similarity. In the following, we are using only the 
synthetic signatures as reference samples for verication.
Table 1 shows the results of our proposed systems in comparison with published results on the 
MCYT 100 dataset. When using ve reference signatures per user (R5), our proposed approach 
achieves results that are comparable to the state of the art. For the dicult case of having only 
one genuine signature available per user (R1), our proposed synthetization method outper-
forms the current state of the art reported in (Diaz et al., 2018) on this dataset.

5. CONCLUSIONS AND OUTLOOK

In this paper, we have introduced a signature generator based on conditional variational re-
current neural networks (C-VRNN). To evaluate the signature verication performance, we 
use a signature verication system based on dynamic time warping (DTW). On the public-
ly available MCYT-100 benchmark dataset, our proposed approach achieves strong results 
when compared with the current state of the art, especially when relying on only one genuine 
reference signature.
We see several future lines of research. First, the eect of dierent numbers of synthetic signa-
tures should be investigated in greater detail. Additionally, the quality of synthetic signatures 
might benet from a dierent network architecture, e.g. bi-directional VRNN models. A qual-
ity control mechanism would be interesting for deciding which synthetic signatures should 
be added as references. Furthermore, an HMM or other feature-based signature verication 
methods might lead to better results than the presented DTW-based approach. Finally, the 
approach should be evaluated on more benchmark dataset to determine the robustness of the 
approach.
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Forensic examination of dynamic signatures: 
Multivariate signature data and evidence evaluation

Jacques Linden, Silvia Bozza, Raymond Marquis, Franco Taroni

Abstract - This study investigates a forensic ‘signature authentication’ system, using the Bayes-
ian approach and Case Assessment and Interpretation (CAI) recommendations. A Bayesian 
model operating on dynamic signatures collected from three individuals was developed. The 
objective of our study was twofold; First, we aimed to develop a helpful tool for forensic ex-
aminers in discriminating between genuine and ‘forged’ signatures. Second, we wanted to 
provide information on the amount of signatures necessary to produce reliable inference. The 
proposed model was tested in practical operational conditions, where few reference signa-
tures are available for comparison. Accuracy and repeatability, measuring the overall reliabil-
ity and performance were measured throughout repeated trials. The system had above 90% 
accuracy rate even when only 5 reference signatures are used as control material. Further, the 
variance of the accuracy suggests that 15 signatures is a reasonable reference set size leading 
to reproducible results. Performance, critical issues and limitations are discussed.
Keywords: Forensic Science, Handwritten Signatures, On-line Signatures, Forgery, Likeli-
hood ratio, Bayesian statistics

I. INTRODUCTION

This research started in response to an increasing interest in dynamic signatures, a form of bi-
ometric authentication. Our main concerns were the lack of forensic methodology and tools 
to conduct dynamic signature examination and assess the evidence’s value [1] to discriminate 
genuine from forged signatures. At large, forensic science presents a solid methodological 
framework [2, 3] and valuable principles for communicating and expressing evidential val-
ue in a court of law [4-8] using the Bayesian paradigm. The Bayes factor (BF) is a rigorous 
concept providing a measure of probabilistic and quantified support to discriminate among 
competing propositions [8-11]. The Bayes Factor is often called ‘likelihood ratio’ or ‘LR’ in 
forensic context. The LR is actually a type of Bayes Factor. The ‘likelihood ratio approach’ has 
started to gain strong support in the forensic community [8-11]. This research aims to deliver 
a readily implementable model based on this approach for signature examination, evaluation 
and presentation in forensic science contexts.
First, we aim to develop a helpful tool for forensic examiners in discriminating between gen-
uine and ‘forged’ signatures. Second, we want to provide information on the amount of sig-
natures necessary to produce reliable inference. The proposed model was tested in practical 
operational conditions, where few reference signatures are available for comparison.

2. METHODS

A. Method
In most signature cases, the relevant question is about the signature being either a genuine 
signature or an insincere one. Insincerity can be seen as intent to deceive, which manifest 
as either forgery by another person, or by disguising their own signature. For the sake of 
simplicity, let us consider a scenario where no reason to disguise the signature exists and no 
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particular contextual information concerning position, posture or health conditions is avail-
able. A pair of ‘default’ propositions can be used, namely H1: the signature was made by the 
presumed source and H2: the signature was made by an alternative source. Evidence strength 
is expressed through a Bayes Factor (1) as

BF = f(y | x, H1) * [f(y | x, H2)]-1 (1)

where y and x represent the measurements on the questioned signatures and on the reference 
signatures, respectively. The underlying statistical model is adapted from the one proposed 
by Bozza et al. [12] for handwriting comparison, where a two level model was proposed to 
deal with the within-writer and the between-writers variability. Bozza et al. [12] assumed 
independence between questioned and reference handwriting under the hypothesis in the 
denominator. This assumption is however not reliable in the questioned signature context. 
Forgery is type of mimicry [13] and undeniably depends on a ‘target’ signature. The proposed 
approach briefly sketched in (1) allows taking into account this critical issue.
The proposed model must provide accurate and reproducible evidential values in order to be 
accepted in a court of law. The performance, as defined in this study, is composed of the ac-
curacy and the reproducibility. The concept of accuracy in the Bayesian framework (2) is here 
defined as the percentage of BFs supporting the proposition the questioned data came from. 
The reproducibility is represented through the variance of the accuracy throughout the rep-
etitions and using different reference sets. The ‘errors’ are quantified through the rate of mis-
leading evidence (RME). The evidence can be misleading in favor of any of the propositions 
of interest. Here RME(H1) expresses the proportion of forged signatures the model supports 
as being genuine, with RME(H2) being the opposite. The RME is the sum of both rates. By 
minimizing the criterion defined in (3), we obtain the best performing model. Performance 
is evaluated for the selected feature sets, throughout simulated cases. All of these simulations 
are random trials. Cases were generated using both reference signatures and forgeries of the 
same signature, all with known-source data. Questioned signatures are randomly drawn from 
both the genuine and forgery databases. The reference signatures are randomly drawn from 
the reference signature database. Two other databases served as background information and 
contained non-case-related genuine signatures and simulated signatures.

Accuracy = #Correct BF / #BF (2)

PerfCrit = RME * σ2Accuracy (3)

Features used in this study were both dynamic and static, but they were exclusively global (or 
‘parameter’) features. According to Richiardi et al. [14] a global feature is: ‘where one feature 
is extracted for a whole signature, based on all sample points in the input domain’. A total of 
60 global features covering timing, pressure, distance and velocity information was availa-
ble. The preliminary feature selection was conducted by assessing the performance of every 
possible trivariate (multivariate combination of three variables) feature set with (3). The best 
performing feature set per signature (when trained with 100 reference signatures) was select-
J. Linden is with the School of Criminal Justice, University of Lausanne, Lausanne, CH 1015 Switzerland (corre-
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ed for the actual experiment. The selected feature sets are summarized in Table I. Feature sets 
differed between the signatures, especially between signature 3 and signatures 1 and 2. The 
only common feature type in all three sets was timing information. Signature 3 differed most 
in feature selection, possibly because the signer is left-handed. The laterality of the signer may 
affect the discriminative power of the writing angles. The selected feature sets were then used 
in the main experiment. In this experiment, multiple trials were carried out while varying the 
number of reference signatures available to the model. For each selected feature set 10’000 
trials per experimental condition were carried out. These trials were used to investigate the 
model’s accuracy and reproducibility in a diverse set of conditions.

B. Signature Data
For the non-case-related signatures, referred to as background data, people were asked to sign 
twenty times on a Wacom DTU 1141 signature tablet. Twenty-three people participated in 
the acquisition. The population contained a total of 460 genuine signatures. For the reference 
signatures, three individuals were asked to sign regularly, in the same conditions as for the 
background data. They signed approximately once every three weeks over the length of one 
year. Two hundred signatures per signer were selected from this pool of genuine signatures. 
They served as potential materials to be drawn as “reference” signatures in the simulated cas-
es. Forgers were volunteers, recruited from the University of Lausanne’s forensic science de-
partment. All of the forgers participated in a “contest” with a reward for the best forger. All 
of the forgers had a briefing on dynamic signatures and data privacy before participating. No 
instructions were given regarding forgery strategy. All forgers chose freehand simulations, 
except for one person who preferred a dynamic tracing. Forgers were presented with six spec-
imen of one of the reference signatures. They were free to train on both paper and tablet for 
15 minutes prior to forging. They could keep the references in sight during the process. They 
could also choose to reject their forgeries and start anew, until they produced a total of 10 
forgeries. The collected data for every one of the three reference signatures is summarized in 
Table 2.

A Wacom DTU 1141 signature acquisition tablet was used for the data acquisition. The sam-
pling rate of the tablet is 200 Hz, with a coordinate resolution of 2540 lines per inch (lpi) and 
1024 levels of pen pressure measured on the pen axis. Wacom drivers and software were used 
for data acquisition. The signature data was imported into the R Statistical Software package 
for data treatment, feature extraction, comparison and probabilistic evaluation.

Table 1. Feature sets. a. Summary of the feature selection (after a preliminary trial).

Table 2. Signature datasets. a. Summary of case-related data used to for randomly drawing the trial materials.
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3. RESULTS

The accuracy of the selected features sets for the three studied signatures is represented on 
Figure 1. The reproducibility of the models is represented by the accuracy’s variance for each 
condition, visible on Figure 2. The lower the variance of the accuracy, the more reproducible 
the model is when repeated with a different sample. Accuracy is above 90% for every one of 
the signatures, even when only 5 reference signatures are available. First, a steep improvement 
in accuracy occurs when more reference signatures are available. This addition does affect 
both accuracy and reproducibility, as can be seen in Figure 2. The variability of accuracy be-
tween trials lowers quickly with an increasing number of reference signatures. As the sample 
size grows, the sensitivity to sampling effects decreases and the modeling of the signatures 
variation improves. The model then attains a maximum for both accuracy and reproduci-
bility. This particular zone exists with reference sets between 15 and 40 reference signatures. 
When using more sizeable reference material sets, accuracy and reproducibility decrease for 
two of the three signatures. We expected reproducibility to increase with the number of refer-
ence signature, and is acceptable around sets of 15 reference signatures. Here, the decrease in 
both accuracy and reproducibility may be explained by a combination of two reasons. First, 
the reference data contains outliers, which produce misleading BFs when included. When 
the size of the reference sets increases, the probability of incorporating outliers increases. The 
second reason is due to the data quantity and the model. The chosen model is symmetrical 
and unimodal. The more data is available, the more the model will focus on the ‘main class’ 
of reference signatures, therefore centering on those ‘normal’ signatures. The outliers become 
less probable under the distribution, as it shifts away from them. This may cause an increase in 
misleading evidence (RME). It was noted that the decrease in accuracy is especially apparent 
in signature 2, the shortest and simplest of the three signatures.

Figure 1. Accuracy for the ‘best’ performing feature set per signature.

Figure 2. Reproducibility for the ‘best’ performing feature set per signature.The lower the value of variance was, the 
higher the reproducibility for the experimental condition.
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Dynamic features may be subject to more substantial variability than static features, especially 
in short and simple signatures. As a possible explanation, contemporaneity of questioned 
and reference signatures may impact performance more strongly than for static features. The 
same goes for writing conditions, including posture, writing surface and stability, although 
we did not test this. The examiner should take care when using dynamic features in short 
signatures, until their specific variation and the impact of extrinsic and intrinsic factors is 
better known. As a result using an undersized data sets may give a false impression of ro-
bustness and strength when presenting the evidence, because accuracy and reproducibility 
cannot be guaranteed for dynamic features with small reference signature samples. Overall, 
most of the selected features behave well with as few as 15 reference signatures. Below this 
number, performances might still be acceptable, but especially the reproducibility of results 
suffers. Results may then strongly depend on the available reference set, forcing the examiner 
to carefully select the included signatures.

4. DISCUSSION

The proposed model aims to develop a methodology in the examination of dynamic signa-
tures and provides a promising tool for forensic examiners. Although other methodological 
approaches exist in the literature [15, 16] to address the thematic under study, the proposed 
model is the only one to use a forensic approach to the evaluation of evidence, through the 
transparent quantification of performance and communication of results. Further, it can be 
applied to both dynamic and static signatures, on any continuous global feature set. It is ver-
satile and provides high accuracy and reproducibility. Performance for the three tested signa-
tures is high. Most of the generated BFs correctly support the correct hypothesis, even when 
few reference materials are available. Accuracy of the models is above 90% and reproducibility 
high, even though ‘only’ global features are used. Although feature selection has a strong 
impact on the results, the proposed model is itself logically coherent and provides justifiable 
evidential value statements. The importance of reproducibility was highlighted through the 
low sample number scenarios, especially when providing estimates of the rate of misleading 
evidence. As transparency on “error rates” is an essential part of the evidence requirements 
according to the Federal Rules of Evidence (FRE702) and Daubert criteria, one should only 
provide results for the selected feature set, as well as avoid estimates based on small samples. 
Reference materials play a large role in the reproducibility and accuracy of the model.
The proposed model performed well in (forensic) operational conditions, respects forensic 
science principles and recent evidence interpretation recommendations. When using global 
features, using around 15 reference signatures is recommended to guarantee reproducible 
results. Global features such as the ones used in this study may complement the features used 
by forensic signature examiners. The model is also applicable to any type of features and not 
limited to dynamic signatures. Additionally, the statistical approach and the use of empirical 
data provide additional support for the examiner’s conclusions.
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Abstract - In the framework of reinforcement learning, we compare the performance of the 
most common adaptive learning rate schedules in explaining the behavior of human subjects 
while learning the sequences of actions to be executed in response to sequences of stimuli for 
achieving a reward. For the purpose, we find the best fitting between the linear time decay, 
the exponential time decay and the reward based adaptive learning schedules with the data 
collected in a set of experiments with human subjects, and estimate the hyper-parameters of 
the schedules. The experimental results show that the reward based schedule outperforms the 
other ones, but that its performance decreases as the difficulty of the task increases.
Keywords: reinforcement learning, machine learning, adaptive learning rate, performance 
evaluation

1. INTRODUCTION

Among the models of learning employed in machine learning, reinforcement learning models 
hail from the behaviorist psychology domain: these models allow a software agent to explore 
an environment and learn by positive outcomes, rewards, or negative outcomes, punishments. 
The idea behind reinforcement learning (RL) is that an agent will learn from the environ-
ment by interacting with it and receiving rewards/punishments for performing actions. While 
learning process goes on, those actions leading to more consistent rewards will become more 
frequent. That is why in reinforcement learning, the best behavior is the one that maximizes 
the expected cumulative reward.
The most widely adopted architecture of a RL agent is the Actor-Critic one, depicted in figure 
1: the Actor, given the sensory stimuli it receives in input, chooses the action to perform, while 
the Critic, which receives the reinforcing (rewards) or punishing stimuli (punishments) from 
the environment, favors the linking of stimuli to the actions leading to the maximum reward. 
In the literature there have been proposed many different implementations of the Actor-Crit-
ic architecture, depending on the policy adopted by the actor to select the actions given the 
stimuli, by the function adopted by the Critic to represent the reward/punishment feedback 
and the intertwining between them (Kaelbling at al, 1996), (Witten et al, 1977), (Barto et al 
1983).
In this context, we addressed the problem of comparing the performance of three different 
models proposed in the literature for dynamically adjusting the learning rate adopted by the 
RL algorithms when the learning task aims at selecting a sequence of actions in response to 
a sequence of stimuli, and the reward/punishment is not provided for each action, but only 
when the whole sequence of actions is executed. For the purpose, we have designed a learn-
ing task, recorded the performance of 17 human subjects recruited for the experiments and 
eventually fit the data with the three most widely adopted models of adaptive learning rates, 
namely linear time decay, exponential time decay (Powell et al, 2006) and reward based decay 
(Gershman, 2015). Eventually, we compare the behavior of the agent incorporating the best 
adaptive learning rate schedule with the human one.
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In the remaining of the paper, In Section 2 we describe the learning experiment performed 
by humans and the data we collected for estimating the learning curve, while in Section 3 we 
describe the implementation of the artificial neural network model we use comparing the 
performance of the adaptive learning schedules. In Section 4 we present the experimental 
results, and in the Conclusion we summarize the results and outline the future investigations 
they suggest.

2. LEARNING EXPERIMENT

Experiments involved the learning of the association between sequences of visual stimuli and 
sequence of actions, where reward/punishments were provided at the end of the sequence. 
Visual stimuli were displayed on monitor, and consisted in circles of different colors. The 
action consisted in pressing one of two buttons of a cloche. Reward and punishment consist-
ed in a visual and acoustic stimulus, consisting, respectively of two green/red vertical bars 
prompted on both sides of the screen and a cheering/noisy sound. In case none of the buttons 
were pressed in a time span of 5 seconds from the presentation of the visual stimuli the re-
sponse was considered wrong and punishment provided as feedback. Figure 1 illustrates the 
visual stimuli and the cloche for actuating the motor commands.
We have designed the following learning task: a visual stimulus is presented and the learner 
selects one of the possible actions, receiving as feedback the next visual stimulus, depending 
on the selected action. At the end of a sequence of visual stimuli, a reward/punishment is 
provided as feedback. The purpose of the learning it selecting the sequence of the actions 
that leads to the reward. In order to investigate to which extent the complexity of the learning 
task affect the performance, we have implemented three tasks, varying the number of visual 
stimuli, the length of the sequence and the number of sequence to learn:
• Task 1: 4 visual stimuli, grouped in two sets of 2 visual stimuli, and 2 steps long sequences; in 
the first step one of the stimulus of the first set is randomly presented, while in the second step 
the visual stimulus is selected among the second set. Among the possible 4 sequences of stim-
uli, 2 of them, one for each of the visual stimulus presented in the first step lead, to rewards.
• Task 2: 6 visual stimuli, grouped in two sets, consisting of 4 and 2 visual stimuli respectively,
and 2 steps long sequences; in the first step one of the stimulus of the first set is randomly pre-
sented, while in the second step the visual stimulus is selected among the second set. Among 
the possible 8 sequences of stimuli, 4 of them, one for each of the visual stimulus presented in 
the first step, lead to rewards.
• Task 3: 6 visual stimuli, grouped in three sets of 2 visual stimuli, and 3 steps long sequences;
in the first step one of the stimulus of the first set is randomly presented, while in the second 
and in the third step the visual stimulus is selected among the second and third set respective-
ly. Among the possible 8 sequences of stimuli, 2 of them, one for each of the visual stimulus 
presented in the first step, lead to rewards.

Figure 1. The experimental set-
ting: the subject has to press a 
button on the cloche after being 
presented with a coloured cir-
cle. At the end of the sequence a 
reward (green bars and cheery 
sound) or a punishment (red 
bars and noisy sound) is pro-
vided to the subject. The task 
consists in learning to match 
each stimuli with the right but-
ton to receive the reward.
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In every experiment, each sequence starting with a different visual stimulus was shown 20 
times (epochs), leading to 40 sequence presentation (trials), resulting in 80 stimuli presenta-
tions for task 1 and 3, and 80 trials and 160 stimuli presentations for task 2.
The experiments were carried out by 17 volunteers, mainly master students enrolled in our 
departments. Their age is in the range 22-24, with a mean value of 22.7 and a standard de-
viation of 1.3. All the subjects have normal or correct to normal vision, do not report motor 
impairments and signed an informed consensus form.
For each subject, and for each sequence of visual stimuli, we recorded whether the selected 
actions received a reward or a punishment. For each trial, we derived a score vector made of 
as many entries as the number of trials, and the value of i-th entry is the sum of the reward/
punishment achieved after i trials. To obtain the learning curve of the experiment, i.e. the 
curve representing the learning performance during the experiment, we use as measure of 
performance the normalized score vector, which is obtained by normalize the value of the i-th 
entry with respect to i. Thus, for each task we have 17 learning curves. Eventually for charac-
terizing the collective behavior of the subjects performing the task, we compute the collective 
learning curve by averaging the performance of the subjects at every epoch.

3. PERFORMANCE EVALUATION

In machine learning, the most widely adopted architecture of a RL agent is the Actor-Critic 
one, depicted in figure 1: the Actor, given the sensory stimuli it receives in input, chooses the 
action to perform, while the Critic, which receives the reinforcing (rewards) or punishing 
stimuli (punishments) from the environment, favors the linking of stimuli to the actions lead-
ing to the maximum reward.

In the literature there have been proposed many different implementations of the Actor-Crit-
ic architecture, depending on the policy adopted by the actor to select the actions given the 
stimuli, by the function adopted by the Critic to represent the reward/punishment feedback 
and the intertwining between them (Kaelbling et al, 1996), (Witten et al, 1977), (Barto et al 
1983). In particular, we adopted the learning rule suggested by Barto (Barto et al 1983), as 
it reflects more closely the underlying architecture of the neural correlates, and taking into 
accounts that the rewards/punishment are provided only at the end of the sequence, the learn-
ing rule becomes:

Figure 2. Architecture of a Reinforcement Learning (RL) agent. The agent interacts with the surrounding environ-
ment performing actions and receiving sensory stimuli and rewards or punishments according to the action per-
formed. The agent is modeled within the Actor–Critic framework, in which the Actor selects the Action to perform 
and Critic provides a teaching signal to the Actor on the basis of the rewards and punishment provided from the 
environment.
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   wij(t+1)= wij(t) + η(t)*(rt+1-wij(t)) (1)

where η(t) is computed for the linear time decay, the exponential time decay and the reward 
based schedules as it follows (Powell et al,2006), (Gershman, 2015):

1. linear time decay η (t+1)= η (t)/(1+ α*t)	 (2)
2. exponential time decay η (t+1)= η (t)*exp(-α*i)	 (3)
3. reward based η (t+1)= η (t)+ α*(1-rt+1-η(t)) (4)

where α is a parameter model.
Given the tasks, the implementation of eq. (1) incorporating the schedules (2-4) resulted in 
three artificial neural network having 6, 12 and 14 input nodes for Task 1, Task 2 and Task 3, 
respectively. These implementations were then fitted with the experimental data by minimizing 
the root mean squared error (RMSE) between the collective learning curve of the subjects with 
each model. The best value for the parameter α in the equations (2-4) was obtained brute force 
by computing the best fitting for values of α within the range 0.001 to 0.999, with 0.001 step size.

4. EXPERIMENTAL RESULTS

The results obtained by fitting the experimental data with the three implementations are 
shown in Table 1, which reports for each task and for each learning schedule, the RMSE and 
the values of α corresponding to the best fit. The data show that for Task 1 all the schedules 
exhibit their best performance in correspondence of the same value of α, but only the reward 
based rule achieves the best performance with the same value of α for all the tasks, while the 
other schedules required larger value as the complexity of the task increases.
Figure 3 illustrates the results of the fitting by showing, for each task, the learning curve de-
rived from the data, i.e. the human one, and the one exhibited by the three models, making 
even more evident that the reward based rule fits almost perfectly the data. They also show 
that, as task difficulty increased, the performance of the rules based on time decay worsens, 
and this is in according with recent findings reported in the literature (Gershman, 2015), ac-
cording to which learning rate adapts to the distribution of rewards and less on other features 
of the reward structure.

Table 1. Model evaluation. For each row, the data report the RMSE corresponding to the best fitting for each of the 
adaptive learning rate rule and the corresponding value of α.

Figure 3. Model validation. The learning curves corresponding to the experimental data (blue), and the best fitting 
learning curves exhibited by the reward based (red), linear decay (green) and exponential decay (yellow) rules for 
learning rate adaptation. The panels, from left to right, report the result for Task 1, Task 2 and Task 3, respectively.
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5. CONCLUSIONS

We have addressed the problem of comparing the performance of the most widely adapt-
ed adaptive learning rate schedules. The performance where evaluated by incorporating the 
schedules into a fully connected artificial neural network, and comparing its learning curve 
with that exhibited by 17 subject performing 3 different learning tasks.
The experimental results show that the implementation adopting the reward based schedule 
provides the best fitting among the three, with an RMSE which is one order of magnitude 
smaller that the ones exhibited by the other. Even more interesting, the RMSE values for the 
best model are very small, denoting an almost perfect fit between the data and the model.
They also show that reward based adaptive learning rate schedule exhibits performance com-
parable to human in two of the learning tasks. As it happens for the most complex task among 
the considered one, we speculate that it may depend on some hidden information humans 
bring in while approaching more complex learning tasks. This aspect is the focus of our cur-
rent and future investigations.
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Abstract - The biometric signature is a tool used for an electronic document subscription with 
legal value. By European law the biometric signature has the same legal validity and judicial 
evidence as signature on paper. In the same way, in fact,
biometric signature may be disowned and become object of expertise in a court. The biome-
tric signature doesn’t have the same characteristics as the signature on paper. For this reason 
the investigation methodology used for paper signature isn’t useful to solve forensic questions 
coming from a biometric signature. In this study we have considered one of the most classic 
systems of signature falsification: the forged tracing over the original (forged trace), related 
to tablets. Our hypothesis is that reproduction by tracing could be one of the most frequent 
signature falsification methods, because it is very easy to achieve.
We have set ourselves the goal of identifying the biometric indices that define the forged trace 
with respect to those spontaneous of typical signatures. In the forensic field it is essential to 
refer to objective evaluation indexes to ascert whether a contested signature is really a forgery 
or is one of the variants of the model of spontaneous signature of the subject. A subsequent 
extension to our research can be carried out by analyzing the same signature sampling with 
the aim of identifying the author of the forgery.
Keyword: biometric signature, tracing, forged tracing over the original (forged trace), forged 
signature, forensic investigation, false verification on tablets.

1. INTRODUCTION

In the presence of new computer technologies also used in the forensic field, we wanted to 
verify if, and in what way, information derived from biometric data of a signature on a tablet 
can be considered predictive of a falsification. The signature, as a recognition system, is con-
sidered a behavior. Y. Bay et al. (2017) argues that ”physical biometrics including physical part 
of the human body such as, fingerprint, retina, vein, palm, etc. Signature reveals some infor-
mation about the signer and involves data derived from an action therefore and in contrast to 
physical biometrics, signature recognized as strong behavioral biometrics”. The writing act is 
influenced by both internal and external factors (M. Diaz, M. A. Ferrer, D.
Impedovo & G. Pirlo, 2018). Likewise, the biometric signature is also an expression of dynamic  
characteristics that can be identified in the “pressure exerted, tilts, position or velocity of the 
stylus. All this signals provide not only information of the signature but also information 
about the act of signing, which is considered more related to the specific user (A.Mendaza- 
Ormaza -2009) ”. In the scientific field, several researches have already been carried out in 
terms of recognition of signature and degree of validity inherent dynamic recognition com-
pared to others of a static type (Y. Bay, M. Erbilek, A. Fosuah Gyasi and E. Celebi Cyprus, 
2017), (Aini Najwa Azmi, Dewi Nasien & Fakhrul Syakirin Omar, 2016), (A. S. Syed Navaz 
& K. Durairaj, 2016), (František Hortai, 2017). Particularly in an interesting research carried 
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out on the simulation of cursive writing “all statistical analyses unequivocally showed that 
simulated handwriting results in longer reaction times, is produced at a slower rate, and is 
generated by more frequent but smaller force pulses. The third conclusion is that the stiff-
ness of the writing limb is greater when imitating another person’s style” (G. P. Van Galen & 
A.W.A. Van Gemmert, 1996). The consideration data about the analysis of signing on tablets 
concern, in particular, the presence of constants with respect to the variants. Various authors 
have been interested in the study of the biometric signature. M. Soltane et Al (2010) stated 
that “BA is becoming an important alternative to traditional authentication methods such as 
keys (“something one has”, i.e., by possession) or PIN numbers (“something one knows”, i.e., 
by knowledge) because it is essentially who one is, i.e., by biometric information”. Another 
research on speed seems to confirm that with the increase of this the precision of execution 
decreases (N. Dounskaia · A.W.A. Van Gemmert · G.E. Stelmach, 2000) and that “a writer can-
not reproduce a writing pattern exactly” (H.L. Teulings,1996). As it happens for the tracing of 
the signatures with ink, “retraced signatures involve the nearly exact replication of a signature 
model. This can be achieved by tracing over the genuine signature in such a way where an 
indentation or image of the signature is copied onto a surface under the signature model” (H. 
H. Harralson, 2013).
In 2011 the margin of error of recognition seemed still imprecise: “In online signature veri-
fication systems, additional features such as pen pressure, pen speed and pen tilt angle have 
made the process of forging online signatures more difficult. Equal error rate of available on-
line signature verification systems lies between 1 to 10%.” (S. Tariq, S. Sarwar & W. Hussain, 
2011). To date, research is being expanded with the aim of making recognition and therefore 
the instrument of biometric, more secure and reliable signature. Our research intends to ex-
tend this topic, with specific regard to the falsification of the signature through the tracing 
of the track. The study was set up to compare spontaneous signatures and signed signatures, 
identifying the categories of writing that highlight the most evidence.

2. METHODS

Subjects
A sample of 150 individuals (79 females and 71 males) who have no skills on writing analysis 
aged between 20 and 70 years, right-handed, with a minimum diploma qualification, was 
chosen. The participants were given essential performance indications without harsh condi-
tioning, but taking care that everyone assumed a comfortable and natural posture.

Instrumentation
A Wacom DTU1141 Tablet and the Movalyzer Neuroscript Software for the acquisition of 
signatures and data analysis were used for the experiment.

Conditions
The conditions applied are Natural Writing (NW) and Retraced Writing (RW).

Experimentation course
The neutral phrase “firma grafometrica” has been used, because it contains a sufficient varia-
bility of literal forms and spatial development. A person unrelated to the work group, which 
we called “master”, wrote 10 times “firma grafometrica” using the tablet. We have recorded 
the biometric data of the 10 master writings and among these we have chosen a random one 
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to be used as a tracing matrix (RM from RETRACED MASTER). To guarantee the same per-
formance conditions, 150 copies of the RM render were used on paper with a weight of 80 g/
m2 and each participant used an intact (untouched) copy. The 150 sample subjects were asked 
to write 20 times the neutral phrase “firma grafometrica” on the tablet in NW condition. In 
this way the biometric data of each subject, identifying the subjective parameters of each 
one, were recorded. In this way the biometric data of each subject, identifying the subjective 
parameters of each one, were recorded. Subsequently, each subject has traced the signature of 
the RM rendering 10 times by placing the same sheet on the tablet and holding it firmly with 
the left hand, as per RW condition. Of the 20 spontaneous signatures and 10 traces, all trials 
and the entire graphometric writing data package including on-air movements were taken 
into consideration. For STROKE / SEGMENT we mean “at velocity zero crossing” as foreseen 
among the options of the Movalyzer program.

3. RESULTS

The following indexes analyzed by the software were considered1: Segment (SGT), Start Time 
(ST), Duration (DUR), Start Vertical Position (SVP), Vertical Size (VS), Peak Vertical Velocity 
(PVV), Peak Vertical Accelleration (PVA), Start Orizzontal Position (SOP), Orizzontal Size 
(OS), Straightness Eerror (SE), Slant (SLA), Loop Surface (LS), Relative Initial Slant (RIS), 
Relative Time To Peak Vertical Velocity (RTTPVV), Relative Pen Down Duration (RPDD), 
Absolute Size (AS), Average Absolute Velocity (AAV), Road Length (RL), Absolute Y Jerk 
(AYJ), Average Normalized Y Jerk Per Trial (ANYJPT), Absolute Jerk (AJ), Normalized Jerk 
(NJ), Average Normalized Jerk Per Trial (ANJPT), Score (SCO), Average Pen Pressure (APP), 
Numbers Of Strokes (NOS). The summarized data available in Movalyzer were exported to 
an Excel spreadsheet and, by query; the statistical averages for each index were counted. The 
classification of the data follows two perspectives of analysis: one for Subject / Condition (SC) 
and the other for Subject / Condition / Trial (SCT). In this way it was first outlined the differ-
ences between NW and RW and then go into the details of individual trials to see if the result 
of the SC behavior also occurs in the one to one comparison in SCT. In the SC perspective 
the mean values of the RW condition were compared with those of the NW condition and the 
results of the subjects were grouped into: major (>), minor (<), equal (=), expressing them as 
a percentage (Table 1). In the SCT (Fig. 1) perspective it is compared the mean values of each 
single trial of the RW condition with those of the NW condition and we grouped the results 
of the subjects in: Always Highter (AH), Always Less (AL), Variable (VAR) expressing them 
in percentage (Table 1).

Fig. 1.

1Neuroscript Movalyzer Help - Processing, charting ad analysis - Viewing trials.
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The percentage of distribution of the examined subjects is indicated for each index consid-
ered, following the comparison between RW and NW, according to the SC and SCT analysis 
perspectives. In summary, the indices observed by the SC perspective are the following:
- 	14 indices group more than 90% of the population as a whole or in a group < Of these 14 	
	 indices, 8 affect - 99-100% of the population.
- 	the SEG index gave an incongruous result with a result of 67% >, 31% <, 1% =.
Observed from the SCT perspective are the following:
- 	SEG confirms inconsistent outcome resulting in 18% AH, 1% AL, 81% VAR;
- 	20 indexes show the whole VAR more than 50% with a maximum value of 97% for RTTPVV;
- 	8 indexes show a VAR grouping of less than 50% with a minimum value of 21% for AAV 	

(which in any case represents 31 subjects out of 150);

4. DISCUSSION

In the evaluation it was not possible to identify indices useful for a legal standpoint in order 
to recognize with certainty a spontaneous signature from a forged one. Initially, some data 
aggregated in the SC perspective indicated an objective significance that was however denied 
by the SCT analysis perspective. The only exception is the net difference in RW with respect 
to NW of the total duration of each individual signature. It has also emerged that, analyzing 
the SCT data, in 15 of the 28 indexes the analyzed population is enclosed in only two of the 
AH-AL-VAR options and there is never the concurrence of the opposing options AH-AL but 
always or AH-VAR or AL-VAR. These 15 indices describe that in the tracing phase there is 
an increase (for ST, DUR, SOP, SE, RIS, NYJ, ANYJPT, NJ, ANJPT, NOPOAP) or a decrease 

Table 1. (percentage of subject)
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(PVA, RTTPVV, AAV, AYJ, AJ) of the average value investigated. About the remaining 13 
indices (SGT, SVP, VS, PVV, OS, SLA, LS, RPDD, AS, RL, SCO, APP, NOS) the contrast is 
present in AH-AL even if in some cases for 1 subject only. This makes them unsuitable for the 
detection of forged trace in the forensic field. Regarding to the presence of the strong VAR 
component, it should be emphasized that it emerges predominantly in 22 indexes, 4 of which 
report over 90%, while only 7 indexes out of 29 show a variability of less than 50% and for no 
index falls below 27%. This evidence of preponderance of the variability component can be 
hypothesized due to:
- 	Genuine spontaneous individual variability and / or minimum differentiation of behavior 	

between RW and NW trials as shown in Figure 2. Indexes characterized by this type of 
	 variability therefore appear to be unsuitable to reveal that it is tracing (Fig.2);
- 	variability due to the loss of attention in implementing the forged trace and showing the 

true nature of the counterfeit as shown (Fig. 3). In this case the index would be significant 
and could reveal the author.

These hypotheses could be explored with further research, aimed at investigating the relation-
ship and the nature of variability in the 16 indexes in which there is the absence of the coex-
istence of the AH-AL dichotomy. A subsequent expansion could also concern the study-com-
parison of the indexes of the signatures recalculated with the indexes of the master signature,
aimed at identifying the forgery.

Fig. 2. Fig. 3.
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Abstract - Robotic arms commonly execute movements at a constant speed, but a sequence of
short and rapid movements require the robotic arm to speed up and slow down continuously. 
This paper is aimed to assesses if these movements can be approximated by the Sigma-Log-
normal model.
The parameters of the Sigma-Lognormal model have been calculated with two dierent meth-
ods: ScriptStudio and iDelog. In both cases, the SNR is greater than 15 dB assessing the log-
normality of the rapid robotic movements. This is highlighted by the fact that the solutions 
reached by each method are statistically dierent.

1. INTRODUCTION

Robots are having exponential growth in recent years. Typically, they have been restricted 
to industrial environments, especially because they were costly. However, lately, due to their 
price reduction, they are starting to be used in new areas and applications.
The robots can be categorized according to their use as industrial or service robots. The rst 
category is used in factories like in the assembly lines of automobiles. The latter category is 
exponentially growing because of the wide variety of applications outside the industry such as 
the quadruped robot Spot and the biped Atlas of Boston Dynamics, the surgeon robots such 
as the Da Vinci of Intuitive Surgical, delivery systems at home by drones, and a long etcetera.
Another area of robots is that of humanoid robots. There are several elds of research related 
to robotic partners that interact with children to increase their reading comprehension Yado-
llahi et al. (2018), help them to write Hood et al. (2015) or to better understand their disease 
Lewis et al. (2015) and so on.
Coming back to industrial robots, they are very precise devices both in the positioning and 
orientation of their links. Their trajectories are commonly described in either straight or cir-
cular lines between target points. These trajectories are carried out at a constant or variable 
speed depending on the robot task context, and they may have the option of linking consec-
utive targets points. Even though they are very precise to reach a point, it can be congured to 
make the robot does not pass exactly by the intermediate point. So, the robot would round 
that corners. Because the robot keeps the speed almost constant on each trajectory, its velocity 
patterns are very dierent from a human.
In order to improve the human-machine interaction, it is recommended that robots move 
to describe the most human possible patterns. In literature, there are several models that can 
approximate rapid human movement patterns. One of them is the kinematic theory of rapid 
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movements. This theory and its Sigma-Lognormal model decomposes a rapid movement into 
a vector sum of elementary movements that model the neuromuscular impulses of said move-
ment. As an example, in Berio et al. (2016) authors congure a lognormal grati movement to 
a compliant Baxter robot, by taking advantage of the torque control capabilities of the robot 
with low gain feedback control. The visual feedback suggested that a proper style in the grati’s 
trajectory executed by the robot was obtained.
In this work, we have programmed an industrial robot ABB IRB120 to execute fast and short 
consecutive movements. It is expected that the robot will speed up and speed down between 
target points owing to the speed required is high and the distance between control points 
short. So the velocity is expected to be bell-shaped. To evaluate the exact shape of the veloc-
ity, it is placed a pen capable of communicating with a Wacom Intuos Pro tablet at the end 
of the IRB 120 robot and the movement is carried out in the plane of the Wacom Intuos Pro. 
The movement has been registered and analytically analyzed with ScriptStudio and iDeLog, 
achieving encouraging performances in the lognormality of the velocity profiles.
This paper is organized as follows. Section 2 describes ScriptStudio and iDeLog methods to 
work out the parameters of the Sigma-Lognormal model. Section 3 describes the experiment 
setup and materials, experimental results are given in Section 4. The paper nishes with the 
conclusions.

2. Sigma-Lognormal model implementations for rapid movements: ScriptStudio and iDeLog
ScriptStudio framework O’Reilly and Plamondon (2009) has been widely used by the research 
community and dierent laboratories around the world. Its simplicity of use has allowed many 
advances in dierent elds like e-health, e-security or e-learning applications Plamondon et al. 
(2018). This framework recon- structs a velocity prole of a rapid movement by a vectorial sum 
of lognormal functions. The accuracy of the reconstruction is measured in terms of Signal-
to-Noise Ratio between the observed and reconstructed velocity proles, i.e. SNRv. The bell-
shaped velocity prole is modelled with a sum of weighted lognor- mal functions displaced to 
each peak of the signal. It represents an elementary movement or stroke. In a second step, 
ScriptStudio tries to improve the SNRv by adding small lognormals to the main ones.
A novel framework has been recently published, which also works out a movement by means 
of Sigma-Lognormal model. It is known as iDeLog, Ferrer et al. (2018), and models the ve-
locity and the trajectory at the same time. In this case, once the velocity prole has been ap-
proached by a sum of weighted lognormals displaced to each peak, iDeLog iterates the six 
parameters of each lognormal as well as the position of the virtual target points in order to 
improve the velocity and trajectory signal-to-noise ratio, i.e. SNRv and SNRt, simultaneously.

Fig. 1. Experimental setup (left), an example of a sequence of movements carried out by the robot (centre); velocity 
prole of the robotic movement (right).
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Certainly, the signal acquisition hardware introduces noise. Script Studio overdraws this issue  
by smoothing the signal. As smoothing may erase some important characteristics of the 
movement in some applications, iDeLog is able to model the observed movement with and 
without smoothing.
It is worth pointing out that both ScriptStudio and iDeLog use circular traces to link the  
virtual target points. As such, a circular action plan is created. However, in Berio and  
Leymarie (2015) is suggested that such an action plan could be described by other patterns 
like Euler curves Berio and Leymarie (2015) for better performances.

3. MATERIALS AND EXPERIMENT SET UP

We have used the ABB IRB120 robot in our experiments. This robot is an anthropomorphic 
robotic arm widely used in both industry and academy applications. It has six degrees of free-
dom, which allows to position and orient a tool placed at the arm’s end at our convenience. To 
develop and transfer the code to the robot, RobotStudio software was used.
In this work, the tool is a ballpoint pen capable of communicating with a Wacom Intuos Pro 
A4 tablet. It allows capturing about 120 points per second at a resolution of 5080 dots per 
inch. In order to attach the ballpoint pen to the end of the robot, a tool was designed and built 
using a 3D printer. A picture of the experimental setup is shown in Figure 1, left.
We designed 100 movements, which had between 5 and 13 target points, randomly selected 
on a 1712 cm surface and connecting them by means of straight lines. An example is shown 
in Figure 1 (centre and right).
On the other hand, we set up dierent speeds in the robot to reach the target points in a trial 
and error way. However, it was observed that the lower the speed, the less bell-shaped the 
velocity prole in the movements. This can be explained by the fact that robots of this type 
are commonly used in industrial applications where all individual movements are usually 
required at a constant speed. In order to avoid such constant patterns in the velocity proles 
of the sequence of movements, we dene the movements at the maximum robotic speed. To 
round the target points, the tolerance of passage through the intermediate points was set to 
two centimeters.
With this conguration, the 100 movements were plotted by the robot, with a duration of 1.17 s.  
in average terms. Obviously, the more target points, the longer it took.

Fig. 2. Reconstruction performances with ScriptStudio, iDelog with and without smoothing the observed trajectories.
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4. RESULTS AND DISCUSSION

We segmented the velocity proles with Script Studio and iDelog with and without smoothing 
the observed pen trajectories. It is worth pointing out that some connection hardware errors 
between tablet and computer caused some noise in the x-y trajectories. While ScriptStudio 
and iDeLog with smoothing corrected these mistakes by ltering out the observed trajectories, 
iDeLog without smoothing does not.
In a boxplot representation, Figure 2 shows the performance results obtained with the three 
methods. In the SNRv we can observe that all methods report similar results in mean terms 
and over 20 dB. Examining the ScriptStudio boxplot whiskers in SNRt, all of the reconstruc-
tions were above 18 dB.
Although slightly better performances were obtained with both iDeLog modalities all SNRt 
were above 15 dB. In the case of the number of lognormals, NbLog, the glitches that Script-
Studio makes for improving the SNRv increments NbLog in some movements, compared to 
iDeLog with smoothing. Also, higher NbLog in iDeLog without smoothing is justied since 
hardware communications introduce additional peaks in the bell-shape velocity prole. One 
way to observe the performance of the reconstruction is examining both SNRv=NbLog and 
SNRt=NbLog. The higher its value the better the reconstructions, because less lognormals 
were necessary to model the movement. While the minimum whiskers are the same across 
the three methods, the best mean is achieved with iDeLog with smoothing.
The three analysis demonstrate that the robotic movements satisfy the lognormality prin-
ciples. This statement could be statistically signicative if the three Sigma-Lognormal model 
implementations were statistically dierent. Firstly, a Jarque-Bera test at 5% was made. The null 
hypothesis of this test assesses if a distribution is normally distributed by working out the 
upper tail probability of the chisquare distribution dened by the skewness and kurtosis of raw 
data. Apart from SNRt  in ScriptStudio and iDeLog without smoothing as well as the number 
of lognormals for the three methods (p > 0:05), all of them rejected the null hypothesis in all 
cases at 5% of signicance.
For this reason, two parameters and two non-parameter tests were used in the analysis. To as-
sess the statistical dierence between the three methods, we used the Kruskal-Wallis non-par-
ametric test and the one-way ANOVA, which evaluate whether all methods are statistically 
similar. To assess the statistical similarity between a pair of methods, the non-parametric 
Mann-Whitney U-test and the parametric t-test were used.
In order to evaluate how strong is the statistical signicance of the studied methods, the p-value 
is evaluated as follows:
• p - value < 0:01 (*)
• p - value < 0:05 (**)
• p - value > 0:05 ( )
Experimental results are given in Table 1 by highlighting in bold the cases where the null 
hypothesis is rejected. When we compare all three methods, we can observe dierenc-
es in all parameters which indicates that all three methods are statistically different, ex-
cept for SNRv. More similarities are found across ScriptStudio and iDeLog with smooth-
ing for the SNRv, NbLog and SNRv/NbLog, because both methods identify the velocity 
bells in a similar way. However, dierences are seen in the remaining parameters, especially  
in SNRt  (p = 2:02e - 15). It justies that the reconstructed trajectory-based parameters  
are not statistically comparable in this problem. On the other hand, dissimilarities are  
observing between ScriptStudio and iDeLog without smoothing. In addition to the trajectory 
reconstruction metrics, the number of lognormals are not statistically similar between them. 
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It could be explained by the fact that more peaks are detected with iDeLog without smoothing 
and, therefore, more lognormals are estimated, as it is seen in Figure 1. Instead, the trajectory 
ratio seems to bring a high similarity in both data distributions. Finally, when both iDeLog 
methods are compared, they accept the null hypothesis for the signal-to-noise-ratio metrics. 
As it was expected, they are not statistically similar for the number of lognormals, and, there-
fore, for the velocity and trajectory ratios.
Overall, we can observe that quite signicant similarities were observed in the SNRv across the 
studied methods. Conversely, the study suggests that SNRt  has quite higher dierences when 
ScriptStudio is compared to iDeLog. It can be explained since the reconstructed trajectory is 
slightly dierent with both methods.

5. CONCLUSIONS

In this paper, we studied whether rapid movements made by a robotic arm could be mod-
elled by a vec- torial sum of lognormals. For this aim, the Sigma-Lognormal model is used 
to approach the robotic arm trajectories. Specically, two methods are studied in the papers: 
ScriptStudio and iDeLog. Promising performances were obtained with both methods when 
the robots write on a digital tablet with rapid movements. Additionally, a statistical analysis is 
performed in order to highlight the statistical independence of the three methods, i.e. Script-
Studio, iDelog with and without smoothing, to obtain lognormal movements.
Our next goal is to compare the real target points of the movements with the target points 
estimated by Sigma-Lognormal methods. Additionally, we are also exploring human-like ve-
locity patterns when robots move at lower speeds. Human-like movement in machines can 
improve their interaction with humans. In the meantime, our results encourage us to contin-
ue bridging the gap between robots and humans.

Table 1. p - values for parameters and non-parameters tests. In bold the p-values that reject the null hypothesis.
SS, iDeLogY, iDeLogN refer to ScriptStudio, iDeLog with smoothing and iDelog without smoothing.
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Looking at the principle of motor equivalence 
through the “lognormal-glasses”

Antonio Parziale, Rosa Senatore, Angelo Marcelli 

Abstract - According to the kinematic theory of human rapid movements, handwriting 
can be represented by a temporal sequence of strokes, each of which encodes the muscular  
commands to perform an elementary movement, i.e. a movement aimed at bringing one 
articular joint from its current position to the desired one. Motor theory of human move-
ment, on the other hand, have hypothesized that skilled, aka fluent handwriting is achieved by  
executing a motor program that is stored in form of both a sequence of target points, representing 
 the desired positions to be reached by executing each stroke, and the commands to properly 
recruiting and configuring the muscles for actuating the movements. We investigate to which 
extent the two representations can be mapped, and particularly how the target points encoded 
in the motor program can be located in the writing area. For achieving this aim, we extracted  
the motor program from multiple executions of the same handwritten pattern under the  
further constraint of minimizing the distances among the motor program’s target points and 
the patterns’ target points.
We compared the velocity profiles obtained from such a motor program representation with 
the actual movements to assess to which extent the execution of the extracted motor program 
can account for the variability among multiple executions, possibly providing an insight on 
the neural correlates behind the principle of motor equivalence.
Keywords: Motor Equivalence, Handwriting Representation, Motor Program extraction.

1. INTRODUCTION

Studies have shown that writing movements learned through the dominant hand could be 
repeated using different body parts, such as non-dominant hand, the mouth and foot, even 
if the subject had essentially no previous experience writing with any of this body parts [1]. 
The writing style is the same independently of the body part producing the movement even 
if there are differences among muscles recruited for executing the movement. This phenom-
enon is referred to as “motor equivalence” and it is of theoretical importance, because “it 
suggests that actions are encoded in the central nervous system in terms that are more abstract 
than commands to specific muscles” [2]. This abstract representation of the action is known 
as motor program, which has been defined as “a central representation of a sequence of motor 
actions” [3].

Motor learning and execution studies suggest that the implementation of a movement 
through the interaction between the central nervous system and the musculoskeletal system 
can be interpreted as the realization of a motor program stored in the brain [4]. The idea is 
that the practice of a certain movement over time allows to create a compact representation of 
a complex movement that, in the final stages of learning, is stored as a succession of elementa-
ry motor commands describing the motor program. Accordingly, after a movement has been 
learned, the variability observed in repeated executions may be ascribed to the neuromuscu-
lar system executing the movement. Further investigations into movement execution have 
shown that the actual movements result from the interaction between the central nervous 
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system, the spinal cord, the muscles and the proprioceptive receptors [5, 6]. In a nutshell, to  
initiate the movement, the central nervous system sends commands to recruit the muscles 
and to set the forces they have to exert on the bones they are connected to, while, during  
execution, the spinal cord modulates such command depending on the information received 
by the proprioceptive receptors in order to keep the execution as close as possible to the 
learned one. Therefore, those modulations introduce corrective movements that cannot be 
considered as the result of commands stored in the motor plan. The resulting sequence of 
strokes represents the action plan for that execution of the motor program.

The Kinematic Theory of Rapid Human Movements [7] suggests that complex human move-
ments, such as handwriting, can be represented as the time superimposition of strokes, each 
of which results from a command generated by the central nervous system for reaching a tar-
get point and exhibits a lognormal velocity profile [8]. In the framework of this theory, a stroke 
is the ideal output of a neuromuscular system, an action plan is a sequence of strokes, while 
a virtual target point is defined as the end point of a stroke when it is executed in isolation. 
The effect of time superimposition of strokes is that virtual target points are never reached 
and inferring their position in the space, by analyzing the executed pattern, is not trivial. 
Different algorithms have been proposed for extracting the action plan from a handwritten 
pattern, i.e. to identify within a handwriting movement its strokes and estimate the values of 
the parameter describing each of them [9, 10, 11]. Because variations in the writing condi-
tions and psychophysical state of a subject influence the execution of a complex movement, 
we can observe differences in the action plans extracted from different executions of the same 
trajectory. Differences can be observed in the number of extracted strokes, in the parameter 
values used for representing strokes and in the x-y position of virtual target points.

The aim of this paper is to extract from the action plan the motor program learned by the 
writer, which, by definition, is independent from the variability affecting different executions 
of the same pattern. Therefore, the desired representation should be stable with respect to the 
number of elementary movements that constitute the description of each handwritten sample 
and to the position of the virtual target points in the space.

The remaining of the paper is structured as follow: Section II describes the method proposed 
for inferring the motor program from multiple execution of the same pattern and explains 
how data were collected, Section III shows the application of the method to the pattern pro-
duced by a subject, eventually Section IV discusses further investigation of this preliminary 
work.

2. METHODS

A. Data collection
In a previous work [11], we asked 22 subjects, whose age ranges in the interval 18-30 years, 
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to reproduce 10 times the handwriting pattern “llll”. Such a pattern, or very similar ones, have 
been used in many experiments on handwriting generation modelling because it is reasonable 
to believe that its motor program has been learned by the subjects involved in the experi-
ments, independently of their individual characteristics, being at the same time fairly complex 
to allow a quantitative evaluation of the estimated motor program parameters.
The handwriting samples were collected by using an ink-and-paper WACOM Intuos 2 digi-
tizing tablet with a 100 Hz sampling rate to record the handwriting movements. We adopted 
an ink-and-paper digitizing tablet as we aimed at extracting the strokes corresponding to the 
motor program of the subject, that most likely were learned under the same condition, so as 
to avoid as much as possible the influence of the spinal cord during the movement execution 
due to unexpected proprioceptive feedbacks that may arise in different writing condition, as 
it would have been the case by using a stylus-and-screen digitizing tablet.

B. Motor program Extraction and Representation
We adopted the algorithm MPE for segmenting handwriting movements into the sequence 
of strokes that most likely correspond to the actual commands issued by the central nervous 
system [8]. MPE incorporates heuristic criteria to filter out movements generated by spinal 
networks for keeping the trajectory under execution closest to intended one. The advantage of
MPE is that it provides the same number of strokes for the large majority of, if not for all, the 
repetitions of the pattern drawn by subjects [11]. It is expected that, under normal conditions, 
the pattern “llll” is segmented in 8 strokes and MPE extracted, on average, 7.98 ± 0.92 strokes 
for each pattern. The Sigma-Lognormal model [9, 12] was adopted for describing each stroke 
in term of the six parameters {t0,D,μ,σ,θs,θe}.
Given Kj patterns drawn by a subject i and segmented in 8 strokes by MPE, we extracted virtual  
target points from each of them. Virtual target points were divided in 8 sets, with the j-th set 
made by the end points belonging to the j-th stoke of each pattern. The convex hull and cen-
troid of each set of points were computed. We suggest that the centroid of a set represents the
real target point stored in the motor program learned by the writer while the convex hull area 
is a graphical representation of the variation between the learned stroke and the one produced 
at each repetition of the task.
We were interested in identifying the sequence of strokes reaching the 8 centroids because we 
hypothesize this sequence is the motor program we are looking for and it is a generalization 
of the ones extracted from single handwritten patterns. Because of an infinitive number of 
strokes can be generated between two consecutive centroids, some criteria were introduced 
for reducing the search space and finding the sequence of strokes representing the motor pro-
gram, which was described by 48 parameters (6 parameters for each stroke). In particular, in 
order to find the best values of the 48 parameters, Differential Evolution [13], an evolutionary 
algorithm, was run with the aim of minimizing:

• the sum of RMSEs computed between the execution of the motor program and each of the
Kj - patterns;

• the sum of (SNRS)-1 computed between the execution of the motor program and each of the 
Kj - patterns;

• the sum of distances between the virtual target points of the motor program and the centroids.

Differential Evolution was run 8 times, so that during the j-th run only the 6 parameters of 
the j-th stroke were optimized. In particular, strokes were optimized according to the order of 
execution so that during the j-th run the parameters of strokes till the (j-1)-th were kept con-
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stant to their best values while the parameters of the strokes following the j-th were not taken 
into account because they were not yet computed. Figure 1 shows the 8 convex hulls with their 
centroids and the motor program identified by the proposed algorithm.

3. RESULTS

The method has been applied to all the patterns collected in [8] while here the results obtained 
on samples drawn by subject S01 are shown. MPE extracted exactly 8 strokes for each of the 
patterns and the corresponding virtual target points are depicted in Figure 1. The convex hull 
with the smallest area is the one related to the first stroke (in magenta), while the one with the
greatest area is the one related to the second stroke (in brown). The inferred motor program is 
represented in black in Figure 1 and its target points are, as desired, the centroids of the con-
vex hulls. The trajectories and the velocity profiles of the 9 patterns drawn by S01 are shown 
in blue in Figure 2 and 3, respectively. The trajectory and the velocity profile corresponding 
to the execution of the inferred motor program are depicted in red in Figure 2 and 3, respec-
tively. It is interesting to note as the motor program show the same skew of the patterns while 
there are differences between the motor program and patterns, especially with those executed 
too fast or too slow respect the others.

Figure 1. Virtual target points extracted from 9 samples written by subject S01 and plotted in the same x-y plane. For 
each stroke, the convex hull containing the virtual targets is depicted. The motor program identified by applying the 
method described in this paper is in back.
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Figure 2: The trajectories written by subject S01 are depicted in blue while in red is represented the trajectory obtai-
ned by executing the motor program shown in Figure 1. For S01 only 9 samples are available instead of 10, due to a 
problem in the collection of the last sample.

Figure 3: The velocity profiles of the 9 patterns written by subject S01 and of the execution of the motor program are 
depicted in blue and red, respectively.
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4. DISCUSSION

The paper presents the preliminary results of a method for inferring the motor program from 
the action plans adopted for its execution. Figure 2 and 3 help to get an idea of the variability 
introduced by the writer in repeated execution of a learned motor program, even if it is a 
“simple” pattern as “llll”. MPE guarantees stability in the number of strokes extracted from 
the repetitions.
Nevertheless, Figure 1 shows variability in the x-y position of the virtual target points of each 
stroke. It is interesting to note that the convex hull corresponding to the 2nd stroke has an 
area greater than all the others and it can be in part explained by observing the patterns 
executed by the subject. In fact, the second movement is the one that shows the greatest var-
iability among the patterns. Figure 3 shows that patterns’ velocity profiles and the velocity 
profile of the motor program execution are globally similar but there are differences in their 
temporal executions. These results are in line with the idea that a motor program represents 
the invariant features of a class of movements while specific movement parameters are varied 
during each execution to meet specific demands [3]. In further studies, we will investigate 
on other criteria for inferring the motor programs and on methods to quantify the amount 
of similarity between a motor program and an execution paying particular attention to the 
variability of stroke parameters.
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Abstract - Handwriting has a natural evolution throughout child development. It is expect-
ed that the higher their educational level, the more  fluent their handwriting. This paper is 
the first study in graphomotor evolution in Bengali children. This study is focused on the 
handwriting of the first five letters learnt in Bengali (Bangla) schools in Kolkata, India. We se-
lected between three and six participants within three dierent classrooms and applied the Sig-
ma-Lognormal model to their handwriting by using the iDeLog method. We present conven-
tional and novel parameters extracted from the lognormality analysis of their handwriting. 
An assessment of extracted parameters is carried out with meaningful statistical dierences 
observed within their handwriting evolution. Our results adds to the growing list of evidence 
supporting the lognormality principle of graphomotor evolution in children.

1. INTRODUCTION

Among the dierent modelling-techniques associated with rapid movement, handwriting gen-
eration in children has already been analytically represented using the Kinematic Theory of 
rapid human movements and its associated Sigma-Lognormal model. In Duval et al. (2015) 
three groups of kindergarten children between 3 and 6 years old executed simple and oblique 
traces, with 10 lognormals approximated in average terms. Such trajectories were recon-
structed with a sum of lognormals through the Sigma-Lognormal model. The study showed 
that lognormality patterns in velocity proles were related to the age of the children with sig-
nal-to-noise-ratio in velocity SNRv, number of lognormals NbLog and the ratio between them 
SNRv=NbLog statistically assessed. Similar parameters were discussing in Laniel et al. (2019) 
to determine the ne motor control in healthy and attention decit/hyperactivity disorder chil-
dren. Other similar patterns and characters were executed by children in Plamondon et al. 
(2013). The authors discussed a combination of classical and Sigma-lognormal features to 
assess the handwriting evolution of three groups of children aged between 3 and 6 years old. 
Apart from observing successful writing reconstruction performances related to the rapidity, 
uidity and regularity in childrens handwriting, the authors statistically determined which 
parameter can better identify children in a classroom. Additionally, iterative tools and ap-
plications for learning to write are discussed in Plamondon et al. (2018) on the basis of Sig-
ma-Lognormal model.
In this paper, our contribution is twofold. Firstly, we present novel and classical Sigma-Log-
normal parameters to study handwriting fluidity. Some features can be extracted directly 
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from the Sigma-Lognormal decomposition, however, others are related to geometrical rela-
tionships with trajectory, virtual target points, and the relationship between lognormals that 
represents elementary neuromuscular movements.
For these purposes, iDeLog (Ferrer et al. (2018)) was deemed to be a suitable option for ex-
tracting such parameters. Secondly, a preliminary study of these parameters within Bengali 
handwriting is provided.
Children from dierent classrooms enrolled in a school based in Kolkata, India wrote the rst 
learnt letters in this script. Results showing the childrens’ graphomotor evolution with Sig-
ma-Lognormal parameters are obtained and discussed from statistical analysis.
The paper is organized as follows: Section 2 makes a short description of the iDeLog method 
for extracting the Sigma-Lognormal parameters; Section 3 introduces the experiments and 
the study whereas Section 4 is devoted to the data analysis results. Final remarks are given in 
Section 5.

2. iDeLog method for Sigma-Lognormal model: a short review
A novel framework to implement the Kinematic Theory of rapid movement and its Sig-
ma-Lognormal model is iDeLog (Ferrer et al. (2018)), which has been developed in MAT-
LAB. This method decomposes a spatiotemporal trajectory as a sum of temporally overlapped 
circumferences. It also divides the trajectory into strokes, where j is the index of the stroke. 
Then, iDeLog estimates the virtual target points tpj1 and tpj , the starting and ending angle of 
the circumference θsj and θej , and the lognormal parameters t0j ,μj , σj and Dj for each stroke, 
j. After this rst solution, the algorithm iterates moving the target point to improve the rep-
resentation of the spatiotemporal trajectory by the Sigma-Lognormal transform.

The values μj and σj are obtained by means of minimizing the velocity prole and the estimated  
lognormals by means of a Levenberg-Marquardt algorithm (LMA). The parameter t0j is 
obtained as t0j = tmin,j - 0:5 where tmin,j is the velocity minima in which the stroke starts.  
Moreover, the iDeLog method estimates the virtual targets points tpj from the salient point 
spj. The closer is the angle of the vertex spj , calculated with spj-1 and spj+1, the further is tpj 
from spj. iDeLog accomplishes a renement algorithm to optimize the position of the virtual 
target points tpj  to improve both the reconstructed trajectory and velocity prole. The im-
provement is carried out by means of an iterative Least Mean Square (LMS) algorithm applied 
stroke by stroke in the same order than the original movement.

2.1 Sigma-Lognormal parameters for handwriting evolution
The handwriting decomposition with Sigma-Lognormal model is an appropriate technique to 
study the evolution of handwriting in children (Duval et al. (2015); Plamondon et al. (2013)). 
Beyond the six parameters to dene each of lognormal function in the handwriting, it is possi-
ble to calculate extended parameters to further explore the physical relationships with hand-
writing evolution. In this paper we have studied the following additional nine parameters:

Fig. 1. The novel parameters in both handwriting velocity and trajectory. Left: parameters p4; p5; p6. Right: parameters 
p7; p8; p9.



159

• p1 is the variance distribution of the lognormal functions, σj.
• p2 is the mean distribution of the lognormal functions, μj.
• p3 denotes the amplitude of the elementary movement,Dj , which is a geometrical

relationship from circular trajectories that dene the writing action plan.
• p4 refers to the distance between salient points and its corresponding virtual target point.

The larger the distance, the more fluent the handwriting
• p5 is the angle between salient points (Ferrer et al. (2017)). The more acute the angle, the

more fluent the handwriting.
• p6 contains the angle between virtual target points with an interpretation as for p5.
• p7 stores the overlapping area between two consecutive lognormals. The greater the area

the more fluent the handwriting as the writer does not pause in every stroke traced.
• p8 refers to the height or maximum of the peaks of the bell-shaped lognormal functions.

The higher their values, the more speed used for tracing the strokes.
• p9 contains the widths of the individual lognormal functions. The larger their values, the

more time was spent for tracing a stroke.
The novel parameters dened above are illustrated in Figure 1.

3. STUDY AND EXPERIMENTS

3.1 Participants and data collection
Fifteen Bengali children from Kolkata participated in this study. Six children were enrolled in 
the kindergarten 2 (KG2) classroom (aged between 4 and 5), six from Grade 2 (G2) classroom 
(ages 6 to 7) and, finally three from Grade 5 (G5) classroom (ages 9 to 10). The task was to 
write twice the first five letters that native Bengali children learn. As they were the rst letters 
learnt, it is expected that their production was automated and intrinsic. Participants wrote in 
a worksheet, which included the first five letters printed on the top of the sheet.
To register their on-line handwriting, the worksheet was placed over a Wacom tablet, so the 
participants could write with an inked pen and receive visual feedback. The Wacom tablet was 
congured at 5080 dpi and a 135 Hz sampling rate. We analysed the letters from the second 
writing attempt since children may be more condent with the task and familiar with the work 
environment.
From the obtained writing sequences, we concatenated the pen-down data of their hand-
writing, applied a cubic splines resampling at 200 Hz and smoothed by a Chebyshev lter. The 
resulting concatenated handwriting string for each participant was analysed with iDeLog. It is 
worth noting that iDeLog is especially convenient for modelling trajectories and velocities of 
long and complex handwriting (Ferrer et al. (2018)). In total, nine long pieces of handwriting 
were analysed.

3.2 Statistical study
The aim of this study is to determine whether the proposed Sigma-Lognormal parameters 
can estimate the natural graphomotor evolution in Bengali children. First of all, a test of nor-
mality was applied to the data to conrm whether a parametric or non-parametric hypothesis 
test should be used. We use the Jarque-Bera test, which calculates the skewness and kurtosis 
of a distribution. It evaluates the null hypothesis which arms whether a parameter is normally 
distributed. In our data, the null hypothesis was rejected in all cases (p < 0:01), so we con-
clude that statistical parametric test cannot be used to study our data. Therefore, we use the 
non-parametric Mann-Whitney U-test to study the equal distribution mean of two samples 
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from a continuous distribution. Moreover, we have used the Kruskal-Wallis non-parametric 
test to study whether three or more conditions comes from the same distribution.
Thus, in this study we evaluate the following three research questions:

• Q1: What parameter is more trustworthy to describe the graphomotor evolution of a
particular classroom?

• Q2: What parameter is more relevant for describing the graphomotor evolution of hand-
writing in Bengali kindergarten?

• Q3: What two classrooms present signicantly more similar graphomotor evolution?

The first question can help to understand the more stable parameters for characterize the 
handwriting in a classroom. Second question is towards study the parameters that reports 
better performances in line with the progress in the school. Last question nds the parameters 
that can dierentiate more the graphomotor evolution in two classrooms.

4. STATISTICAL DATA ANALYSIS
This analysis is focused on studying the capacity of using the Sigma-Lognormal model in the 
analysis of handwriting by children as well as a graphomotor evolution analysis with novel 
related parameters.

4.1 Reconstruction analysis
The rst step was to analyse the quality of the reconstruction. As such, we calculate the mean 
and standard deviation of the nine Signal-to-noise-ratio values for both velocity and trajec-
tory in dB. We obtained SNRv = 17:621:84 and SNRt = 38:633:71. These values suggest that the 
reconstructed signals can be suitable for the analysis, since they are above 15dB on average 
(Djioua and Plamondon (2009)).
Examining the number of lognormals averages, we have 287:0871:74 for classroom KG2, 
327:2538:01 for classroom G2 and 133:5038:34 for classroom G5. At the same time, we can see 
the average in the ratio SNRv/NbLog as 0:070:02, 0:060:01 and 0:130:04, for classrooms KG2, 
G2 and G5 respectively. Similarly, in the case of trajectory, we observe 0:140:04, 0:130:02 and 
0:270:05. The higher this value, the fewer lognormals required to trace the same letters, as is 
the case within classroom G5. Although there are only a few participants within each class-
room, these results suggest that the oldest classroom group observed in this study need nearly 
half the elementary neuromuscular movements for approaching the same task than class-
rooms KG2 and G2. This observation is repeated in the average handwriting duration per 
classroom where we calculated 40:378:73 s, 43:134:60 s and 22:405:79 s in classrooms KG2, G2 
and G5 respectively.
It was observed that there is a disparity of graphomotor evolution within group KG2 accord-
ing to the standard deviation of number of lognormals and duration.
Furthermore, we have analysed the shimmer and jitter of each concatenated piece of hand-
writing in each classroom. These features assess the cycle-to-cycle variations between ampli-
tudes and mode of consecutive lognormals respectively (Farrus et al. (2007)). For KG2, G2 
and G5 classrooms, the jitter was 0:150:01, 0:140:01 and 0:170:01 respectively. This indicates that 
children in classroom G5 produced longer and fewer lognormals for the same tasks, as to be 
expected. The shimmer values were 7:390:69, 7:570:68 and 7:111:49 respectively, which suggest 
slightly higher amplitude dierences in the youngest children.

4.2 Sigma-Lognormal-based parameter analysis
Our rst question (Q1) seeks to validate the robustness of handwriting parameters within 



161

classrooms. As we have between three and six participants per classroom, the Kruskal-Wallis 
test was used, where the null hypothesis is that all children have the same distribution at 1% 
of signicance level. The results in Table 1 shows that all of the studied parameters reject the 
null hypothesis for the youngest children. However, for children within classroom G2, the 
angle between target points (p6) indicates that the population are similar within a particular 
classroom. The oldest children have three out of nine parameters that indicate statistical uni-
formity with their handwriting. Overall, it suggests that the oldest the children the more sta-
tistically similarities using the proposed Sigma-Lognormal parameters of their handwritings,
this indicating uniformity between the handwriting of children of a similar age.

The second question (Q2) is again assessed with the Kruskal-Wallis test enabling an assess-
ment across the three classrooms. As shown in Table 2, there were signicant dierences be-
tween classrooms for all parameters, especially for p5, i.e. the distance between salient points 
and virtual target points (p = 2:96e-92). The order of the parameters about statistical signi-
cance was found in: p5, p4,p6, p7, p1, p9, p3, p8, p2.
Note that a low rank number indicates higher signicant dierences.
The third question (Q3) evaluates whether two groups come from the same distribution. In 
this way, we have used the Mann-Whitney U-test. We observed in Table 2 that children in 
classroom KG2 and G2 produce similar outputs for the angle between salient points (p5), the 
angle between virtual target points (p6) and the height of the bell-shaped lognormal peaks 
(p8). The major dierences between classrooms are observed in classrooms G2 and G5, since 
their p-values have the lowest results. It suggests a higher improvement in handwriting devel-
opment which can be associated to a better graphomotor abilities after passing G2.

5. CONCLUSIONS

A series of novel, alongside conventional, Sigma-Lognormal parameters are presented in this 
paper to assess the graphomotor evolution of children in a Bengali school. We present these 
parameters and their calculation using the iDeLog method (Ferrer et al. (2018)).We have val-
idated the use of Sigma-Lognormal across the handwriting of three groups of children with-
in a Bengali school with fteen participants. Moreover, statistical data analysis is performed 
to evaluate the graphomotor evolution of children with these parameters. Our future ideas 
include extending the number of participants per classroom as well assessing additional Sig-
ma-Lognormal parameters related to the graphomotor evolution. New insights could be also 
obtained studying letter individually. It is also interesting to analyse pen-ups within the writ-
ing sequence since children usually loose attention to the task, especially within those in class-
room KG2. Even though our experiments show a range of interesting ndings across a number 
of parameters such as the angle between salient points or target points, more experiments 

Table 1. Non-parametric Kruskal-Wallis test p - values at 0:01 of signicance for Q1 for the studied parameters

Table 2. Non-parametric Kruskal-Wallis and Mann-Whitney tests p - values at 0:01 of signicance for Q2 and Q3
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would be necessary to conrm robustness across a wider population. Meanwhile, our results 
adds to the growing list of evidence supporting the lognormality principle of graphomotor 
evolution in children.
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Pre screening for Central or Peripheral Shoulder Fatigue 
using the Sigma lognormal Model

A. Laurent, R. Plamondon, M. Begon

Abstract - Fatigue assessment is important to prevent injuries or overtraining in sport for 
example. Current methods for detecting fatigue cannot discriminate peripheral from cen-
tral fatigue, often require expensive equipment (e.g., EMG) or are subjective. As part of the 
different troubles, musculoskeletal disorders at the rotator cuff are among the most difficult 
to diagnose. The Kinematic Theory of Rapid Human Movement is the most accurate model 
describing end effector human movements, and it has been exploited to study neuromuscular 
disorders in children and aged subjects. Data collection requires only a digitizing tablet, but 
so far it has never been employed to evaluate upper-limb fatigue. This paper deals with assess-
ing shoulder fatigue detection on healthy subjects with the Kinematic Theory, after a series 
of exertions soliciting the rotator cuff muscles. The results obtained show that it is possible to 
detect changes in the parameters of the Kinematic Theory and to discriminate a peripheral 
from a central fatigue.
Keywords: Fine motor control, Sigma-Lognormal model, Kinematic Theory, central and 
peripheral fatigue, rotator cuff

1. INTRODUCTION

Musculoskeletal disorders (MSDs) are among the most common chronic diseases. The ones 
affecting shoulders are the third most prevalent, after those affecting the lumbar and cervical 
regions. Rotator cuff muscle pathologies account for up to 85% of all shoulder injuries treated 
by clinicians [1]. MSDs are omnipresent in sport, particularly in those requiring overhead 
movements, with repetition being an important risk factor [2-3]. Neuromuscular fatigue is 
the precursor to these MSDs and its detection can help reduce the risk of future injuries 
[4-5]. Fatigue can be decomposed into a central part, which refers to the neural system, and 
a peripheral part, which involves the muscles. A submaximal effort can lead to central and 
peripheral modifications [2-6].
The Kinematic Theory of Rapid Human Movement is a model that accurately describes the 
fine motor control of someone in perfect condition. In case of neuromuscular disorders, 
motor control is affected and the parameters extracted from this Theory are modified [7-8]. 
Performing tests to assess someone’s neuromotor system through this Theory is now easily 
applicable using an experimental set-up, consisting of a Wacom Cintiq 13HD tablet [9]. This 
system effectively captures the coordinates of the movement as a function of time from a sty-
lus tip. Then, the velocity profile is reconstructed, and the Kinematic parameters associated 
with this gesture are extracted.
In this study, we emphasize our first analysis on fatigue to see if, by drawing fast strokes, it 
is possible to detect rotator cuff muscle fatigue following an effort, in healthy subjects. This 
study is preliminary to the analysis of shoulder injuries through the Kinematic Theory. We 
hypothesized that the transmission of the nerve signal would be less effective after fatigue and 
that lognormal parameters would reflect this problem.
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2. METHODS

A. Participants
Twenty healthy active participants (11 males and 9 females, 2 left-handed and 18 right-handed,  
age: 23.2±3.2 years; height: 173.9±8.3cm), with no history of shoulder surgery nor upper-limb 
pain or neuro-musculoskeletal disorder, performed a set of fast strokes on a tablet, followed 
by a fatigue protocol and then another set of fast strokes. All the tests were completed with the 
dominant arm. The protocol was approved by the research ethics committee (CER-1819-23 v.3).

B. Experimental part
Each participant had to draw fast strokes on a Wacom Cintiq 13HD tablet with a stylus [9], 
from a starting point to a specific finish area (Fig. 1a). The bottom of the tablet was placed at 
a participant’s shoulder height (Fig. 1b). A guide sheet was integrated into the tablet and was 
reversed for left-handed participants. A beep (at 1 kHz for 500 ms) was emitted randomly 
(from 1 to 10 s) and unpredictably before each stroke, acting as a go signal. Participants were 
instructed to place the stylus on the starting zone, wait for the beep and then draw the fast 
strokes one at a time till the finish area. At the end, they had to wait with the stylus still on 
the tablet for minimum 1 s. The in-house program Sign@medic was used to synchronize the 
tablet and simulator and was used as interface for the guide sheet. A training period (7 to 10 
strokes) to draw strokes on the tablet was given in order to make sure that the participant cor-
rectly understand and follow the sequencing of instructions. Afterward 30 valid fast strokes 
were recorded on the tablet.
For the fatigue protocol, the participant was placed on an isokinetic dynamometer (CON-
TREX® MJ; Schnaittach, Germany), a machine for assessing the joint function in dynamic at 
a constant angular velocity. Especially she/he was in a sitting position fastened with a seat belt 
with an arm elevation of 30° in the scapular plane and the elbow bent at 90°; the upper-arm 
was aligned with the moving axis of the dynamometer (Fig. 1c) [10]. The range of motion in 
external/internal rotation was established at 70° and the mechanical arm was set at a constant 
angular velocity of 90°/s. A period of familiarization with the dynamometer was done before 
the session so that the participant could get used to a shoulder isokinetic exercise. Then the 
participant was instructed to perform two maximum voluntary isokinetic contractions in 
external rotation (ER). The dynamometer moved back the arm passively in internal rotation 
(continuous passive mode). ER exertion targets the infraspinatus, one of the rotator cuff mus-
cles. The maximum torque of the two contractions was reported and used in a Matlab visual 
biofeedback that presents the instantaneous relative torque value and a target area of 50±7.5%. 
This feedback was displayed in front of the subject on a large screen. They were instructed to 
reach the target area at each ER repetition and to not force during the IR. They could use the 
small grip on the side of the dynamometer for more comfort and were instructed to not use 
their back to facilitate the movement. Every minute, they were asked to rate their perceived 
exertion using Borg CR10 Scale from 0 (no effort) to 10 (the most difficult effort ever made). 
As in [11], the fatigue protocol was stopped when one of the three conditions was reached: 
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(i) the participant could not reach the target area in three consecutive repetitions; (ii) during 
eight consecutive minutes his/her Borg number reached 8; or (iii) after 30 minutes. Verbal 
encouragement was given when the person had difficulty in reaching the area. The stopping 
conditions were not mentioned to the participants. After fatigue, the participant had to draw 
30 valid fast strokes as described above.

C. Data extraction
Kinematic parameters were extracted for each participant’s stroke. The reconstruction of the 
speed profile was done using Script Studio according to the Sigma-Lognormal model [12]. 
Each stroke was split into its agonist and antagonist components. The agonist component 
was seen as the largest Lognormal allowing to go in the same direction of the stroke while 
the antagonist component was seen as the largest Lognormal going in the opposite direction 
of the stroke. Strokes having only one Lognormal were automatically classified as agonist. 
Parameters of the Kinematic Theory were extracted from each Lognormal for further analysis 
[13-14]. They can be separated into three categories. Two of them describe the global state of 
the neuromotor system of each participant:

• Signal-to-Noise Ratio [SNR in dB]: Measure of the quality of the participant’s motor

control. In other words, an evaluation of its lognormality. An augmentation of the SNR
means that the reconstruction is better and that the velocity profile is nearer to the ideal
behavior. The SNR should be at least 15 dB.

• Number of Lognormal used for reconstruction [NbLog]: An augmentation of the NbLog
means that the movement is less fluid.

The state of the central motor command of a participant is assessed for each Lornormal with:

• Time when the brain sends a motor command [t0 in s]: Longer t0 means that the brain
takes more time to send its motor command.

• Amplitude of the input command [D in mm]: Larger D means that the participant makes 
longer strokes or movements.

• Starting and ending angles of the stroke [θs and θe in degrees]: They are also intrinsic
parameters of the action plan. Larger θs and θe means that the participant changes its
action plan to compensate for example some articulation or postural troubles.

The peripheral system is assessed for each lognormal with:
• Logtime delay [μ in log(s)]: Longer μ means that the general speed of the neuromuscular

Figure 1. a) Experimental set-up with the tablet. b) Positioning of the tablet. c) Positioning on the isokinetic  
dynamometer.
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system to respond to a command is slower.
• Logresponse time [σ in log(s)]: Larger σ means that the duration of the movement is

longer.

Derived parameters of the Theory (Mode, Median, Delay, Response time, Asymmetry, ampli-
tude of the movement, SNR/NbLog) were also extracted to describe the global system of the 
participant (refer to [8] for further details).
Another classical parameter, not from the Theory, was also measured:

• Reaction time [RT in s]: Time at which the movement starts [14]. An augmentation of
the reaction time means that the time before starting the movement is longer.

D. Statistical analysis
A Wilcoxon signed-rank test (i.e. non-parametric paired t-test) was applied to each subject 
to assess the changes of parameters due to fatigue. All analyses were conducted using Matlab. 
The level of statistical significance was set at p<0.0055 (0.05/9) to account for multiple com-
parisons using a Bonferroni correction.

3. RESULTS

The fatigue protocol lasted in average 14.45±9.8 min and the Borg perceived exertion was 
7.65±1.64 out of 10. Table 1 presents the number of subjects presenting significant differences 
after fatigue in their parameters reflecting central system (t0, D, θs, θe), peripheral system 
(μ, σ) or both systems. Both central and peripheral systems were affected by fatigue. Agonist 
components seemed to be more altered by fatigue than the antagonist ones in the central 
and peripheral systems. In fact, 60% of the participants have shown changes in their cen-
tral system parameters for the agonist components, as compared to 35% for their antagonist 
components. Regarding the peripheral system, parameters were significantly modified after 
fatigue in 40% of the population for the agonist components compared to 15% for the antag-
onist component. Parameters reflecting the global state of the neuromotor system changed in 
40% and 75% of the population respectively for the agonist and agonist components and the 
reaction time in 45%. For this latter parameter no distinctions between agonist and antagonist 
components were made as it is calculated from the whole fast stroke.
Overall, all but one participant presented statistical significant differences in some parameters 
for both agonist and antagonist components.

To illustrate how fatigue can affect the Kinematic parameters, Fig. 2a presents the velocity 
profile of the mean stroke of participant 1 before fatigue (blue) and after fatigue (red). We can 
observe that the velocity profile after fatigue was wider with a lower amplitude and shifted to 
the right. Fig. 2b and 2c show respectively that t0 and σ are higher after fatigue for both the 
agonist and antagonist components, suggesting that the central and peripheral systems of this 
participant are altered. The time before starting the movement is also higher after fatigue, 
which means that the information takes more time to be processed by the brain and directed 
toward the end effector.

Table 1. Number of participants (percentage) with significant differences for their agonist or antagonist components.
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4. DISCUSSION
The purpose of this study was to assess the detection of shoulder fatigue using the Kinematic 
Theory. We found that Kinematic parameters from the central system (t0, D, θs, θe), peripheral  
system (μ, σ) or global system (SNR, NbLog and derived parameters of the Theory) reflected 
motor control changes. The only participant without any significant difference stopped the 
fatigue protocol due to the time limit with a Borg CR10 perceived exertion of only 6. It is pos-
sible that this participant did not reach his maximum force in the calibration phrase.
With this method, analyses could show that the agonist components seemed to be more 
impacted by the fatigue than the antagonist components. It could be due to the movement 
performed, as the participant’s arm was maintained elevated and the movement performed 
similar to ER. The global state of the neuromotor system had more significant differences 
after fatigue compared to the central or peripheral systems, which means that the global  
neuromuscular system of the participants was modified by the fatigue. Moreover, results 
showed that the protocol impacted the central system of some participants and the periph-
eral system of some other. However, only a few had both a central and peripheral fatigue.  
As fatigue is multi-causes induced, its expression differs from one individual to another [15]. 
Some participants had a reduction in their motor command, with a higher t0 or smaller D, 
meaning respectively that their brain took more time to send their motor command and that 
they drew smaller strokes. Some other participants improved the capacities of their central 
system command after fatigue, with a smaller t0. This can be explained by the fact that physical 
exercise can improve cognitive function [19]. Nevertheless, those participants had a higher μ 
after fatigue, meaning that their system’s neuromuscular response was slower. They compen-
sated the impact of the central system (t0) with a degradation of parameters linked to their 
peripheral system (μ and associated parameters). Furthermore, participants who drew faster 
strokes after fatigue (diminution of σ) or had a faster neuromuscular response (diminution of 
μ) also compensated these ameliorations with degradations in other parameters, for example 
a modification of their central motor command (θs or θd significantly different). To conclude, 
motor pattern changes are unique to each one. Many scenarios are possible, but starting from 
a baseline, it is though possible to customize the tool for each individual. Further tests, such 

Figure 2. a) Participant’s 1 velocity profile pre- and post-fatigue. b to d) Participant’s 1 boxplots of t0 (b), σ (c) and RT 
(d) pre- and post-fatigue. For b and c the first two boxplots are for the agonist components and the last two for the 
antagonist components. Red crosses represent outliers (> 2.7 standard deviations).
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as EMG, can then be correlated to physiologically determine exactly from which muscle the 
fatigue comes from [16-17] and to better understand the way a participant will compensate 
the fatigue. These are very promising results because, to the best of our knowledge, no tools 
taken separately can discriminate a peripheral from a central fatigue to measure human mus-
cle fatigue. The combination of surface electromyography (EMG) with voluntary contraction 
and noninvasive transcutaneous electrical stimulation can distinguish central fatigue from 
peripheral fatigue. But this method remains tough for the participants, whereas the experi-
mental set-up proposed here is really easy to use [18].
From a clinical point of view, this study will serve as basis for other studies regarding fatigue 
detection in athletes. In this protocol the infraspinatus muscle was targeted for the fatigue. It 
would be interesting to see how parameters are impacted depending on the type of fatigue, 
after targeting another muscle of the rotator cuff for the fatigue. In conclusion the Sigma-Log-
normal analyses seem appropriate for fatigue pre-screening and later on for shoulder injuries 
prevention.
Attention still have to be focused on the fact that fatigue impacts all biological levels of the 
body, from the central command, to the propagation of the signal resulting in movement 
changes and impairment in motor performance [20-22]. As a result of fact, the Sigma-Log-
normal analyses seem appropriate to reflect motor control changes after any kind of fatigue 
or neural modification. However further studies should be done to assess it. It also has to be 
highlighted that fatigue is not the only aspect that can impact parameters of the Kinematic 
Theory [8, 23]. At this level of knowledge of the proposed method, if significant differences 
are seen on a person, it is imperative for the clinician to make complementary investigations 
to assess their origins.
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Combining Interval Arithmetic with the Branch and Bound 
Algorithm for Delta-lognormal Parameter Extraction

Simon Pierre Boyogueno Bidias, Jean-Pierre David, Yvon Savaria, Réjean Plamondon

Abstract - In this paper, an interval arithmetic approach is proposed to compute guaranteed 
enclosures of the sets of points that bound a multivariate delta lognormal function. The pro-
posed algorithm is used in a branch and bound scheme, to extract parameters of the delta 
lognormal function from ideal handwriting velocity profiles. Following the Kinematic Theory 
of rapid human movements, the basic timing properties of the neuromuscular system is rep-
resented by the seven parameters which characterize the delta log-normal function. The basic 
idea behind the proposed algorithm is to use the natural interval extension to sharply bound 
the range of the delta lognormal function. The proposed new algorithm is described, tested 
(under various handwriting strokes) and compared with a previous algorithm developed for 
the same purpose. The numerical results show that the proposed algorithm gives better results 
in terms of speed and accuracy. This new algorithm, when embedded in a branch and bound 
scheme is useful for pointing movement analysis like gesture commands and handwriting 
strokes.
Keywords: Branch and Bound, interval arithmetic, delta lognormal, parameter 
extraction, Kinematic Theory, rapid Human movements, Handwriting, algorithm.

1. INTRODUCTION

Basic gestures like pointing movements are part of our daily interaction with the world. They 
can be defined as a coordinated set of actions performed by small muscles usually involving 
the synchronization of hands and fingers with the eyes. The complex levels of manual dexter-
ity that humans exhibit are demonstrated in tasks controlled by the nervous system, to which 
they can be attributed [1] [2]. These simple movements can be seen as the basic primitives 
[3] that are combined to produce more complex movements like handwriting and signatures. 
These movements were deeply studied by psychologists, neuroscientists, physicists and com-
puter scientists over the last century [4] [5]. Modeling them is the cornerstone to understand 
the basic principles of human motor control and its disorders [6].

In this perspective, the need to study the elementary properties of a single stroke for realistic 
analysis becomes key to understand how the motor control system accomplishes complex 
movements. The study of graphomotor behavior based on the Kinematic Theory of rapid 
human movements [7], [8], produces quantitative, precise and objective measures of writing 
[9]. Among all existing handwriting generation models in the literature, the Delta-lognormal 
model (1), has proven over the years to be one of the most powerful to describe pointing 
movements because of its ability to reproduce, with minimal error, the velocity profile of a 
handwritten stroke. This model derived from the Kinematic Theory of rapid human move-
ments, [10], [8], [11] considers a single stroke as a pen tip movement with a velocity profile 
expressed as in equation (1). 

Where



With σ >0; μ ,t0 
is the lognormal impulse response function. In this theory, a stroke is produced by a synergy  
of two neuromuscular systems; the agonist, acting in the direction of the movement and the 
antagonist, acting in the opposite direction. The agonist and antagonist are lognormal con-
volved with their corresponding input commands, represented in equation (1) by the sub-
scripts 1 and 2 respectively. The parameters in equation (3) are defined as follows:

• t0: represents the system activation time.
• μ1, σ1, μ2, σ2 correspond to the timing properties (on a logarithmic scale) of the two

neuromuscular commands
• D1 and D2 are the input amplitudes of the agonist and antagonist neuromuscular systems

respectively.

The study of such strokes relies on the extraction of the parameters that characterize their 
velocity profile [8] [10], [11]. This problem can be achieved by minimizing the nonlinear least 
square function f (3), that maximizes the signal to noise ratio SNR (4). This will be the subject 
of our next two sections.

Although the parameter extractors developed in [12], [13], [14] show good data fitting, none 
of them can guarantee the optimality of the solution obtained. To address this need, a first 
branch and bound algorithm was developed in [15]. This algorithm is based on a delta lognor-
mal envelope which bounds all the possible delta lognormal parameters within a subspace, 
and then computes the error between the signal and its nearest envelope. This method, even 
though it is promising, suffers from long computation time, very large memory requirements 
and lower bounding problems to extract a solution. In this paper, we propose a new algorithm, 
based on interval arithmetic, to solve the boundaries problems of the extractor proposed in 
[15] and show the effectiveness of the proposed algorithm when combined in a branch and 
bound scheme to extract model parameters from ideal velocity profile data.
The rest of the paper is organized as follows. Section II reviews some theoretical aspects of 
interval arithmetic and presents an algorithm for computing verified enclosures of the bound 
of the objective function. The uses of this algorithm in a branch and bound scheme will also 
be highlighted. Section III presents the numerical results and performance comparisons with 
[15]and [13]. Section IV proposes possible future research and summarizes the main contri-
butions of this paper.
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2. ALGORITHM FOR COMPUTING THE UPPER AND LOWER BOUND OF THE DEL-
TA LOGNORMAL FUNCTION.

Some definitions and notations need to be presented to support the proposed algorithm. We 
denote by I=[a,b] =  the set of real numbers and one dimensional closed  
intervals. In this paper, an interval will be denoted by a variable in upper case while the set of 
values contained in the interval will be denoted by a lower case. Thus  is an interval 
variable where  and  represent the left and right end points of  respectively. The width of

is defined a n d denoted by  and the midpoint is given by 

We denote by  the set of  dimensional interval vectors or hyper box 
such that:

The width and the midpoint of an interval vector are defined as:

and

We call F an inclusion function of f:  , the interval extension of f, such that for 
 is the real range of f on and .

Now that we have these definitions and notations, it is possible to use interval arithmetic [16], 
[17] to bound a function defined by a mathematical expression such as the delta-lognormal 
function.

A. Interval arithmetic:
In this section, we introduce the interval tools needed to derive the bounding operation of 
equation (3). For more details, we refer the reader to [17], [16].
Theorem (fundamental theorem). Let F(X1,X2,…Xn) be the natural interval extension of f 
(x1, x2,…xn) then f (X1, X2,…Xn) (X1, X2,…Xn).
And for all intervals,

Where 
This theorem is due to Moore and extended by Hansen, the proof can be found in [17].  
It shows how easy it is to bound the range of a function, and make finding the solution to the 
global optimization problem possible. In the next sub-section, we are going to apply this the-
orem to the delta lognormal function as a specific sequence of interval arithmetic operations 
to bound the range of equation (3) within an interval vector.

B. Algorithm for computing the upper and lower bounds.
To compute the bounds of equation (3) we first define the bounding space of its variables as:

Then, through the fundamental theorem, we apply the natural interval extension to it. This 
yields:
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As provided by the theorem and the natural interval extension, the result of the right-hand 
side of equation (10) is an interval  that bounds f.
To compute that result, we have broken down the last term ΔΛ(t;PI) in the integral of equa-
tion (10), into a unique finite sequence of interval arithmetic operations as proposed in [18].

Algorithm1 starts by expressing f as a code list (see Function_compute_Λ) [18] where each 
arithmetic (±, ×, ÷, etc.) and unary elementary functions are expressed with only one unique 
variable in their expression. In this way we ensure that, the desirable properties (inclusion 
isotonicity, etc.) of the fundamental theorem are satisfied. Another advantage of using this 
method is the sharpness of the bound that results from it. In this algorithm, the integral is 
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computed numerically (see steps 8-11) as proposed in [19]. The condition in steps 4, 9 and 
10 in Algorithm1 served to preserve the inclusion of the objective function (when computing 
the integral) to lie in the whole domain where it is defined, regardless of the subspace to be 
evaluated. This is necessary because our objective function (see 3) is piecewise defined.
In summary the inputs for Algorithm1 are a box P, the ideal velocity profile vt(t), the sample 
time t, and the sample size N. From step 3 to 8, it computes the delta-lognormal function by 
calling Function_compute_Λ for each lognormal sample and then computes the integral to 
return the bounds on F. This is done in steps 8 to 11.

C. Applying algorithm1 in a general branch and bound scheme
The general idea behind the branch and bound technique is to bound sub-boxes of a feasible 
area in which we perform a search to get the sharpest one. The bounding operations can be 
carried out by operations such as in Algorithm1 and, if the bounds are not sharp enough, 
some sub-boxes are divided into smaller one according to a splitting rule. The procedure 
repeats until the optimal solution is obtained within the required accuracy. For our purpose, 
the objective function to be minimized is provided by equation (3) and the accuracy is fixed 
by equation (4) to an SNR = 100dB. To verify that the developed algorithm produces valid 
results, we replaced in [15] the computation of the lower and upper limits of the lognormal 
parameters by Algorithm1. We also changed the division rule of a subspace from three to two 
sub boxes.
The feasible area is restricted to a region of search where we know that the solution can be 
found. The values of the interval within the bounding box are chosen as wide as possible, to 
see how the algorithm will perform in finding the solution.

3. TESTING THE ALGORITHM UNDER IDEAL CONDITION

A. Test conditions
To test Algorithm1, we used the database proposed in [13]. This database is composed of 
7000 delta-lognormal curves, grouped into categories. These ideal data are derived from hu-
man handwriting movements, previously extracted using the IIX algorithm presented in [15]. 
From this database, we randomly choose 300 ideal delta-lognormal velocity profiles, from 
Ca0 and Ca2 classes. Each of them is sampled at 200Hz to simulate the data collected with 
a digitizer [20] and satisfy a signal-to-noise ratio of 25dB with respect to the real (collected 
from real human movement with a digitizer) velocity profile. The implementation is done in 
C++ using our custom interval arithmetic library based on [16] and [21]. All computations are 
performed using rounded interval arithmetic in a 3.60 GHz Intel core (i7) with 32 Go of Ram.

B. Results and discussion
In this experience, a box is considered a solution and stored in the list of results if the max-
imum width or the quadratic error of the chosen box is less than 10−5 . That is the signal to 
noise ratio of the optimal box must be at least 100dB.
Table I presents the performance comparison in terms of accuracy between the proposed 
algorithm, [13] and [15]. As can be seen in table I, for the class Ca0, our algorithm performs 
better than Xzero [13] and produces the same results as in [15]. Table II shows the perfor-
mance comparison in terms of processing time and number of boxes explored between the 
proposed algorithm and [15]. In [15], the algorithm is a branch and bound executed in par-
allel, on a 12 CPU node grid. As can be seen in table II below. This algorithm requires a run 
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time of about 50s to perform 11 iterations of its main loop while the one we propose requires 
only 702ms. On the other hand, the number of boxes needed to find the optimal solution can 
reach a million with their algorithm while ours requires at most 70 thousand boxes to extract 
the optimal solution.

4. CONCLUSION

This paper shows that a good bounding algorithm used in a branch and bound scheme can 
be used to extract the delta-lognormal function parameters of ideal velocity profile data with 
a lower computational cost. We have focused on the analysis of individual synthesized move-
ments using the kinematic theory of rapid human movement. The developed algorithm that 
bounds the delta lognormal function and guarantees the inclusion when used in a branch and 
bound for global optimization is illustrated and evaluated. The proposed algorithm exploits 
the natural interval extension and the fundamental theorem of interval arithmetic to compute 
the bounding operations of the delta lognormal function. We also highlighted the use of that 
algorithm in a branch and bound scheme and compared the performance of the parameter 
estimation with two previous algorithms developed for the same purpose. Although the pro-
posed algorithm is promising in its ability to recover the global solution in a less time (in com-
parison to the previous one), more work still remains to be done. Another step could be to test
the algorithm on several classes of velocity profiles as provided by the delta lognormal model 
as well as on real human movement data.
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